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ABSTRACT

RNA junctions are important structural elements that
form when three or more helices come together in
space in the tertiary structures of RNA molecules.
Determining their structural configuration is import-
ant for predicting RNA 3D structure. We introduce a
computational method to predict, at the secondary
structure level, the coaxial helical stacking arrange-
ment in junctions, as well as classify the junction
topology. Our approach uses a data mining ap-
proach known as random forests, which relies on
a set of decision trees trained using length, se-
quence and other variables specified for any given
junction. The resulting protocol predicts coaxial
stacking within three- and four-way junctions with
an accuracy of 81% and 77%, respectively; the
accuracy increases to 83% and 87%, respectively,
when knowledge from the junction family type is
included. Coaxial stacking predictions for the five
to ten-way junctions are less accurate (60%) due
to sparse data available for training. Additionally,
our application predicts the junction family with an
accuracy of 85% for three-way junctions and 74%
for four-way junctions. Comparisons with other
methods, as well applications to unsolved RNAs,
are also presented. The web server Junction-
Explorer to predict junction topologies is freely
available at: http://bioinformatics.njit.edu/junction.

INTRODUCTION

Our fascination with RNA has grown enormously in
recent years due to the many newly discovered structured
RNAs with diverse functions (1–3). Indeed, RNA’s diver-
sity in size, shape and function is well recognized, from the
small (�23 nt) microRNA elements involved in
post-transcriptional regulation of genes within plants
and animals (4) to large ribosomal RNAs (�3200 nt) re-
sponsible for protein synthesis (5–7). A thorough

understanding of RNA structures and functions requires
knowledge of RNA structure and dynamics. Although
research over the past 30 years has produced many
advances in RNA secondary structure prediction, RNA
3D structure prediction remains elusive for the large
part, mainly due to the difficulty in recognizing long-range
interactions (8), especially without resorting to manual
manipulation and intuition (9,10).
An RNA ‘junction’, also known as multi-branch loop,

is the point of connection between different helical
(double-stranded) segments (11) (Figure 1a). This second-
ary structure element is common to many RNA molecules
and is involved in a wide range of functional roles,
including the self-cleaving catalytic domain of the ham-
merhead ribozyme (12), the recognition of the binding
pocket domain by purine riboswitches (13) and the trans-
lation initiation of the hepatitis C virus at the internal
ribosome entry site (14). Since junctions serve as major
architectural features in RNA, it is essential to understand
their structural, energetic and dynamic properties.
Junctions can be described in terms of the ‘coaxial

stacking’ of helices, a stacking of two separate helical
elements that form a contiguous helix. Coaxial stacking
motifs occur in several large RNA structures, including
tRNA (15), pseudoknots (16), group II intron (17) and
the large ribosomal subunits (5–7) (see examples in
Figure 2). Coaxial stacking provides thermodynamic sta-
bility to the molecule as a whole (18,19) and reduces the
separation between loop regions within junctions (20).
Moreover, coaxial stacking interactions form cooperative-
ly with long-range interactions in many RNAs (21) and
are thus essential features that distinguish different
junction topologies.
Analyses of solved crystal structures have shown that

RNA junctions can be grouped into families according to
3D shape or topology. Lescoute and Westhof (22)
categorized topologies of three-way junctions in folded
RNAs as families A, B and C (Figure 2); in most of
three-way junctions, two helices stack coaxially. Laing
and Schlick (23) grouped four-way junctions into 9
families, namely H, cH, cL, cK, �, cW,  , cX and X
(Figure 2), according to coaxial stacking interactions
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and helical conformation signatures. They showed that
coaxial stacking likely forms when the loop between
helices is short, though other factors like sequence
content (24), base-stacking interactions of non-canonical
base pairs (25) and protein binding (26) also affect coaxial

stacking orientations. Laing et al. (27) later showed that
higher order junctions (5 or more helices) can be structur-
ally decomposed into sub-junctions resembling local
helical configurations found in three- and four-way junc-
tions. These and other studies (28,29) underscore the
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Figure 2. Examples of three- and four-way junction families presented in 3D representations. RNA three- and four-way junctions can be classified
into 3 and 9 families, respectively, according to their coaxial stacking patterns and topology (22,23). Helical elements are color coded in cyan, purple,
red and green, respectively. Junctions are labeled according to Supplementary Table S1.
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Figure 1. (a) (left) 2D diagram of a three-way junction and (right) its 3D representation element composed of three helices labeled and color-coded
by H1 (red), H2 (purple), and H3 (green), and the corresponding single stranded loop regions labeled L1 to L3 with nucleotides color-coded in gray.
Helices and loop regions are labeled in a unique way according to the 50 to 30 orientation of the entire RNA structure, by labeling H1 as the first helix
encountered, while entering the junction region, as one moves along the nucleotide chain in the 50 to 30 direction and so forth. (b) Histogram from a
total of 216 RNA junctions sorted by branching degree ranging from 3 (3WJ) to 10 (10WJ).
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notion that RNA junctions tend to organize their helical
components in parallel and perpendicular helical
configurations.

Experimental and computational studies of specific
RNAs have also advanced our understanding of the struc-
tural and dynamical properties of RNA junctions. Lilley
et al. (30–32) studied the helical organization of junctions in
DNA and RNA using Fluorescence resonance energy
transfer (FRET), and observed transitional changes and
flexibility in their helical configuration under Mg2+ and
Na+ concentration variations. Analyses of the ribosome
crystal structure from the Steitz lab have shown that junc-
tions are more flexible in the absence of binding proteins
(33). Tyagi andMathews (34) predicted coaxial stacking for
pairs of consecutive helices with one or none intervening
mismatch loops, by free energy minimization. Recent mo-
lecular dynamics studies on three-way junctions by the
Leontis and Šponer (35) groups have demonstrated the
high flexibility of helical elements which can lead to
hinge-like motions as well as other small localized fluctu-
ations, to accommodate other RNAs. Aalberts and
Nandagopal (20) reported that coaxial stacking inter-
actions formed in adjacent helical elements provide an
entropic free-energy benefit that can be used for RNA sec-
ondary structure prediction. Of interest is also the database
RNAJunction by Bindewald et al. (36), containing infor-
mation on RNA structural elements including junctions. In
the goal of facilitating the initial stage of predicting RNA
tertiary structure, we develop here a computational
approach based on the established random forests
method to predict the arrangement of helices within
junctions.

The data mining algorithm called random forests (37)
uses a set of input parameters (feature vectors) for training
the prediction protocol. We develop here feature vectors
composed of structural information from solved RNA
structures (see ‘Materials and Methods’ section) to
predict both coaxial stacking arrangements and topologies
of junctions at the secondary structure level. Our final
results of �80% accuracy for three- and four-way junc-
tions and 60% for higher-order junctions constitute a
dramatic improvement over previous attempts.

We also analyze the contribution of each feature par-
ameter and find that 8 out of the 15 variables for three-
way junctions, and 8 out of 18 variables for four-way
junctions provide essential contributions for coaxial stack-
ing prediction, while 4–6 parameters are essential for
junction family prediction. Recurring important feature
parameters describe the size of loops within junctions and
base-pair configurations at the end of helices. Applications
to non-crystallized RNA junctions illustrate how our ap-
proach can be used to predict 3D configurations of junc-
tions, namely the topology and coaxial stacking patterns.
These predictions also demonstrate agreement with previ-
ous predictions and experimental FRET analysis
(22,34,38–40).

MATERIALS AND METHODS

The random forests approach (Figure 3), first proposed by
Breiman in 2001 (37), employs many random decision

trees (200 used here for each random forest) which are
built from the training set of input parameters such as
loop length and number of consecutive adenines within
loops (Table 1). Such parameters, which we define based
on solved RNA structures (see below), define the ‘feature
vectors’. Predictions are then made based on the majority
votes among all decision tree results. The method uses a
standard statistical method called 10-fold cross-validation
to divide and test each tenth of the junction data at a time,
and train the random forests classifier using the remaining
nine pieces. The 10-fold cross-validation procedure is
applied 75 times to ensure an unbiased selection of the
data partition. The average prediction score over all
random forests generated is then reported in Table 2.
Below we describe our data and methodology.

Dataset of RNA junctions

We updated our previous non-redundant high-resolution
data collection of 3D RNA junctions (23,27) by collecting
recent structures from the RCSB Protein Data Bank,
based on available structures as of November 2010. Our

(a) (c)

(b)

Figure 3. Sequence and loop length information from junctions is
defined on the basis of secondary structure (a), to predict, by the
random forests approach (b), the coaxial stacking as well as the
junction family type (c). Color coding and symbols in the decision
tree are defined as follows. Loop length features (|Li|, min(|L1|,|L2|),
|L10|) in blue, maximum number of consecutive adenines in loop
(A(Li)) in orange, and free-energy associated with a pair of helices
(�G(Hi,Hi+1), with i= 1, number of helices) in magenta (Table 1).
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new dataset of 216 RNA junctions (Supplementary
Table S1) containing coaxial stacking and junction
family information is classified as before for junction
order manually. Figure 1b shows a frequency histo-
gram distribution of junctions arranged by degree of
branching. More than half are three-way junctions,
and the number decreases as the degree of branching
increases. Junctions of higher order occur in RNAs of
larger size such as the ribonuclease, group II intron and
ribosomal RNA, whereas low-order junctions occur in a
wide range of RNAs, from riboswitches to ribosomal
RNAs. In many cases (128 out of the total 216 junctions),
junctions appear within the RNA structure next to
each other, separated only by a single helix. This occurs
especially for large RNAs such as the ribosomal RNA,
and ribonuclease P, where neighboring helices often
align their corresponding coaxial helices to form a large
helical element composed of two or more coaxial stacks.
As previously noted (29), these large elements tend to
segregate into domains, are planar in overall shape, and
are stabilized by long-range interaction motifs.

Description of the feature vector

To predict coaxial stacking and junction family types, we
use information from RNA secondary structures such as
the loop length within junctions, sequence content and
free-energy associated to base-stacking interactions be-
tween the base pairs at the end of helices and their
common loop region, as calculated by Mathews et al.
(41,42). Table 1 lists the 15 parameters used for
three-way junctions. Similarly, there are 18 parameters
for four-way junctions and 10 for higher-order junctions
(Supplementary Tables S2–S4). In each decision step, we
consider for example, the loop length |Li| between any pair
of consecutive helices Hi and Hi+1, and the minimum loop
length between the neighboring loops (min(Li-1|, |Li+1|)); a
smaller loop length from a neighboring loop (|Li�1|, |Li+1|)
can compete in coaxial stacking formation. Loop lengths
are incorporated in ascending order to improve prediction
accuracy. In addition, the maximum number of consecu-
tive adenines, A(Li), for each loop Li, is considered since it
has been reported that adenines in loops often form
A-minor motifs (43) in specific junction topologies
(22,23,27).

To improve the prediction of coaxial stacking between
helices in junctions, we include thermodynamic param-
eters, taken from the program RNAstructure (44),
associated with each terminal base pair from contiguous
helices and the loop Li intervening sequence (Figure 3a,
�G parameter). If |Li|=0, we use the free-energy values
from the table of coaxial stacking for two helices with no
intervening unpaired nucleotide. If the junction loop
length |Li|=1, we use the free-energy values from the
table of coaxial stacking with one intervening mismatch,
plus 2.1 kcal/mol for the terminal mismatch free-energy, as
suggested by Tyagi and Mathews (34). As a terminal
mismatch in Li can potentially form a non-canonical
base-pair with a nucleotide in Li–1 or Li+1, we consider
the minimum free-energy value for both cases. Since it is
not possible to determine experimentally the thermo-
dynamic parameters for loops of any length |Li|, the
free-energies in junctions with loop lengths greater than
one are estimated using a linear or a logarithmic function
as follows. If 2� |Li| � 6, we use formula 21 from (42)
given by a+b|Li|+ch, where a, b and c are constants, and
h denotes the number of helical elements. However, if
|Li|> 6, we apply formula 22 from (42) given by

Table 1. Parameter list used for coaxial stacking and junction family type prediction

Feature Description

|L1|, |L2|, |L3| Loop lengths between junctions, labeled according to the 50 to 30 orientation of the entire RNA structure
Min(|L2|,|L3|), Min(|L1|,|L3|),
Min(|L1|,|L2|)

Minimum loop lengths

|L10|, |L20|, |L30| Loop lengths sorted in ascending order (|L10|� |L20| � |L30|)
A(L1), A(L2), A(L3) Maximum number of consecutive adenines in loops L1, L2 and L3, respectively
�G(H1,H2), �G(H2,H3),

�G(H3,H1)
Thermodynamic free-energy associated to the helical stacking between H1 and H2, H2 and H3, H3 and

H1, respectively

List of the 15 parameters used for 3-way junctions. Similarly, for 4-way junctions, there are 18 parameters. For higher-order junctions, there are 10
parameters because we use a divide and conquer approach as described in the text. At the nodes of every decision tree, 3 parameters are selected
randomly out of the total for 3-way and higher-order junctions in order to grow the tree by partitioning the node into 2 new branches, and 4
parameters for 4-way junctions.

Table 2. Prediction performances for coaxial stacking and junction

family type

Coaxial stacking prediction 3-way
junctions (%)

4-way
junctions (%)

No assumption on junction family 81 77
Junction family assumed known 83 87
Junction family prediction 3-way

junctions (%)
4-way

junctions (%)
No assumption on coaxial stacking 85 74
Coaxial stacking assumed known 86 81
Coaxial stacking prediction 5 to 10-way

junction (%)
60

Two-step coaxial stacking

prediction

3-way
junctions (%)

4-way
junctions (%)

(junction family, stacking) 82 80
Two-step junction family

prediction

3-way
junctions (%)

4-way
junctions (%)

(coaxial stacking, junction family) 86 71

Prediction performance is shown for each experiment by determining
junction family type for 3 and 4-way junctions and coaxial helical
stacking for all junctions. Prediction values improve when knowledge
of the junction family type or coaxial stacking is provided.
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a+6b+1.1ln(|Li|/6)+ch. To restrict the free-energy to the
coaxial stacking region of interest we define h, the number
of helical elements, to be equal to 2. The value b=�0.3 is
taken from (42), and the values a=9.3 and c=�0.9 cor-
respond to the recently optimized parameters (41).

Feature parameters for higher order junctions are
defined ‘locally’. Specifically, to determine whether
helices Hi and Hi+1 are coaxially stacked, we take into
account the loop length |Li| between Hi and Hi+1 and
their neighboring loop lengths |Li–1| and |Li+1|. We also
use the number of consecutive adenines in Li–1, Li and
Li+1, the minimum of the lengths of the neighboring
loops (min(|Li–1|, |Li+1|)), and the thermodynamic
free-energy associated to the coaxial stacking of Hi with
Hi+1 as well as those of neighboring helices (Hi–1 and Hi,
Hi+1 and Hi+2, respectively). In total we have 15 feature
parameters for three-way junctions, 18 for four-way junc-
tions, and 10 for higher order junctions.

Finally, the combined data of all these parameters
are stored as feature vectors and then applied to the ran-
dom forests classifier to train and then predict the most
favorable junction family type and coaxial stacking
(Figure 3b–c). Tables S2–S4 list in detail the feature par-
ameters for all the junctions considered.

Prediction using random forests

In the training phase for each category, decision trees are
built using 90% of the feature data at a time. Thus, we use
99 data elements for three-way junctions and about 58 for
four-way junctions. For higher order junctions, we use
data elements from 191 pairs of consecutive helices from
higher order junctions (90%) plus 590 data elements from
pairs of consecutive helices found in lower order junctions
to augment the training data.

To build and grow each decision tree, we start at the top
and select a number m of parameters at random, out of the
total number of feature parameters M (Table 1), to split
each node into two new branches. The value of m, which is
held constant for the in forest, corresponds to the integer
part of

ffiffiffiffiffi

M
p

and is the default recommended value by (37).
We set m=4 for four-way junctions and m=3 for
three-way and higher order junctions. The best node par-
titioning, among all m parameters, is determined by the
Gini criterion algorithm that optimizes the node splitting
at each step (45).

Each node split corresponds to a training data partition-
ing (Figure 3b). Each tree is grown by repeating the process
recursively for each node until all the training data are con-
sidered. This tree-growing procedure is then repeated
150 000 times to generate 200 trees for each random
forest, 10 random forests for each 10-fold cross-validation
procedure and 75 times for each cross-validation imple-
mentation to ensure an unbiased selection of the data par-
tition. The parameter choices for both the number of
10-fold cross-validation repeats (75) and the number of
trees (200) per random forest were analyzed and optimized
by testing several values. Supplementary Figure S1 shows
the analysis of parameters for both coaxial stacking
and junction family prediction on four-way junctions.
Essentially, we inspect the convergence of the prediction

accuracy of junction data, and select the smallest parameter
values that produce approximately the same prediction per-
formance. The parameters given by 75 for 10-fold
cross-validation repeats and 200 trees per random forest
are also optimal for 3 and higher order junction
predictions.
In the prediction phase, we take the feature vectors

associated with each tenth of the junction data from the
10-fold cross-validation partition, and apply the already
built random forests from each category to make predic-
tions. The average prediction accuracy over all 10 parti-
tions is recorded. Finally, the average prediction score
over all 75 tests is then reported (Supplementary
Tables S2–S5).
The training and prediction phases are implemented for

all experiments using the random forests package on the R
software (ver. 2.9.0) for statistical computing (46).
The implementation uses a Linux Intel Pentium 4 3.0
Ghz processor. Single-step experiments take about 8min
of computing time, while two-step procedures require
about 16min. The training work took most of the time
since it involves building the 200 decision trees, 75 times
for each experiment. We tested the random forests pro-
cedure using other feature parameters, such as the differ-
ence between neighboring loop lengths, and the amount of
adenines in loops, regardless of whether they appear con-
secutively or not. By measuring the significance of each
parameter using the random forest protocol, we settled on
the set of parameters used here that works best.

RESULTS

To simplify the analysis, we label the loop region between
each pair of consecutive helices Hi and Hi+1 as Li. Each
helix Hi and loop region Li is labeled according to the 50 to
30 orientation of the entire RNA (Figure 1a). The predic-
tion results presented below are summarized in Table 2.

Coaxial stacking predictions for three- and four-way
junctions

Three-way junctions are the most abundant type of junc-
tions, representing about 51% of the total junctions. Any
three-way junction can form a coaxial stack between
helices H1H2, H2H3, H3H1, or, rarely, no coaxial stack.
A coaxial stacking almost never occurs (<5% of the 110
three-way junctions) for helices sharing the loop region
with maximum length. Therefore, given the relative data
wealth and the loop region restriction, a better predic-
tion is expected for three-way junctions compared to
higher order junctions. Indeed, the random forests
approach yields a coaxial stacking score of 81% (see
Supplementary Table S5 for details).
In some circumstances, structural knowledge from the

junction family can be determined in advance by using ex-
perimental methods such as FRET (47), Small-angle X-ray
scattering (SAXS) (48), and Cryo-electron microscopy
(Cryo-EM) (49). If the junction family is known a priori,
it can be added as an additional parameter in the feature
vector. This additional experimental input improves the
coaxial stacking prediction accuracy to 83% (Table 2).
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For four-way junctions, the number of coaxial helical
stacking interactions can be zero, one or two and there
are seven possible types of coaxial helical stacking con-
figurations: H1H2, H2H3, H3H4, H4H1, H1H2–H3H4,
H2H3–H4H1, no-stacking. When we apply the random
forests classifier to predict four-way junction stacking
(Supplementary Table S6), we obtain a 77% accuracy,
slightly lower than three-way junction prediction, mainly
due to the reduction of available structures (65 four-way
junctions versus 110 three-way junctions). However, by
adding knowledge from the junction family as one add-
itional feature parameter, the coaxial stacking prediction
accuracy improves substantially to 87% (Table 2).

Junction family prediction for three- and four-way
junctions

To determine the junction family type for three- and
four-way junctions, we must distinguish among the three
types for three-way and nine possible families of four-way
junctions (Figure 2). The random forests approach
produces a prediction accuracy for junction family type
of 85% for three-way junctions and 74% for four-way
junctions. Moreover, by assuming coaxial stacking infor-
mation a priori, and including it as an additional feature
parameter, the accuracy improves to 86% for three-way
junctions and 81% for four-way junctions, respectively
(see Table 2, and Supplementary Tables S5–S6 for predic-
tion performance details).

Prediction of coaxial helical stacking for higher order
junctions

Junctions with 5 or more helices are less common, and
therefore much less data are available for training the
random forests classifier. In addition, no junction family
classification can be determined, and the set of coaxial
stacking configurations grows rapidly. However, we aim
to predict whether any two consecutive helices in a
junction stack coaxially or not, by including as training
data the coaxial/no-coaxial stacking information for all
pairs of consecutive helices found in lower-order, as well
as higher-order, junctions. We then apply the 10-fold cross
validation procedure only to the higher-order junctions.
As Table 2 shows, the accuracy of our prediction is
60%. The usefulness of this method is also evaluated in
the supplementary material using the sensitivity (60%)
and positive predictive value (76%) (Supplementary
Table S7). Essentially, these measurements show that we
make fewer false positive predictions of coaxial stacks
than false negatives.

Prediction using a two-step procedure

Coaxial stacking predictions improve when the junction
topology information is included in the feature vector.
While experiments might provide some additional infor-
mation, these methods are expensive, time consuming and
impractical to implement for every junction possibility.
However, the random forests prediction for junction
families provides an alternative. We thus propose a pre-
diction protocol for coaxial stacking in two steps. First, we
predict the junction family type using random forests.

Second, we predict coaxial stacking by adding the predic-
tion values as additional feature parameter, and evaluate
the performance of this classifier. Although prediction
accuracy from the first step is imperfect, applications to
3-way and 4-way junctions yield 82% and 80% overall
prediction accuracy, respectively, with this 2-step protocol.
These results represent a modest improvement (of about
1% and 3%, respectively) over the prediction of coaxial
stacking with no assumptions on the junction family
(Table 2). When we perform a two-step procedure to
predict the junction family for 3 and 4-way junctions, by
first predicting coaxial stacking, prediction accuracy in-
creases to 86% for 3-way junctions and decreases
(to 71%) for 4-way junctions (see also Supplementary
Table S8 for prediction details).

Analysis on the importance of the feature parameters

To predict the helical arrangements of RNA junctions, the
random forests method requires a training set built from
feature parameters taken from solved RNA crystal struc-
tures, as described in ‘Materials and Methods’ section.
These feature parameters are determined from the size
and sequence loop, as well as base pairing configurations
within junctions (Table 1). To determine the significance
of each of our selected features on predicting coaxial
stacking as well as junction topology, we apply the random
forest protocol to evaluate each feature parameter inde-
pendently, as well as their cumulative contribution for pre-
dicting coaxial stacking and junction topology on three-
and four-way junctions. The results are presented on
Supplementary Figure S2, where the prediction accuracy
of each independent parameter is presented as a bar within
a histogram and the cumulative prediction accuracy is
shown as a polygonal graph.

In predicting coaxial stacking for three and four-way
junctions, a minimum of eight parameters is required to
make predictions efficiently, whereas at least 4–6 param-
eters are required for junction family prediction. Although
the relevance of feature elements varies for each experi-
ment, a recurring finding is the importance of the param-
eter describing the size of loops between helical elements
(20,22,27): this is especially notable for coaxial stacking
predictions of both three- and four-way junctions, where
at least four of the most significant parameters are length
dependent. Indeed, base stacking interactions involve
London dispersion forces (50), hydrophobic forces (51),
and interactions between partial charges within the nucleo-
base rings (52), all of which are related to the distance
between the base pairs. Stacking forces on nucleic acids
can also involve �–� interaction forces (53,54), although
ab initio calculations by Šponer et al. (55) have disputed
this fact. In addition to loop size, the base pairing config-
urations at the end of helices also emerge as crucial for
predicting both coaxial stacking and junction families; for
four-way junction families, three parameters related to
base pairing, are among the top six parameters.

We also note that the feature parameters that represent
the content of adenines is low in the ranking and often
falls last; still, exceptions can be noted: for three-way
junction predictions, an adenine feature ranks second for
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junction family prediction and fifth out of eight of the top
features for coaxial stacking prediction. While adenine
features are recognized as important in junction families
(22,23), we suggest that their diverse structural roles
within junctions blur the signal in our context.

Comparison with other methods

To compare our application to a previous approach by
Tyagi and Mathews (34), we have pursued the compari-
sons below. Direct comparisons are difficult because while
Tyagi and Mathews predict coaxial stacking for pairs of
consecutive helices with one or none intervening mismatch
loops by free energy minimization, we do not restrict the
size of the strand between helical elements. Our definitions
of junctions also differ: Tyagi and Mathews consider
helical stems as those formed by at least one base pair,
while we consider helical stems as those formed by at least
two consecutive base pairs. Additional discrepancies
between the coaxial stacking patterns reported by Tyagi
and Mathews and our own observations exist.

To make a consistent comparison, we consider a
junction dataset with elements from Table S1 of the
Supplementary Material (34) that also agrees with our
definition. We use the compiled list of three and four-
way junctions in Supplementary Table S9 for testing and
comparing both methods. To evaluate our method, we use
a set of 91 three-way junctions for training our random
forests and the same testing set as described in
Supplementary Table S9. The coaxial stacking results from
Tyagi and Mathews are reported in their article (34).
While our method predicts coaxial stacking patterns
from the compiled list with an 80% accuracy, results
reported by Tyagi and Mathews showed that only 30%
of the test elements from Supplementary Table S9 are ac-
curately predicted. Similarly, we considered 49 four-way
junctions for training our random forests and 27
four-way junctions for testing (Supplementary Table S9).
Our results yield correct predictions of coaxial stacking
patterns 92% of the time compared to 70% in (34).

Although the work of Lescoute and Westhof (22)
provides a set of rules to predict coaxial stacking and
junction families for three-way junctions, these rules
depend both on expert decisions and knowledge from
non-canonical base pairs and 3D contacts. For example,
prediction of coaxial stacking is only limited to a special
case where the continuous strand of the coaxial stack has
no nucleotides, but this occurs for only 28 out of 110 of
our three-way junctions. Furthermore, the prediction of
junction families can only be determined for special
cases of family B, and requires knowledge from non-
canonical base pair contacts to discriminate between
families A and C. This additional information is not
easily recognized at the secondary structure level.
Therefore, a comparison between both methods is not
straightforward.

Predicting the topology adopted by unsolved
RNA structures

Recently published works by the Westhof and Mathews
groups (22,34) attempt to predict the topology and coaxial

stacking patterns adopted by three-way junctions for
RNAs whose structures have not yet been solved at
atomic resolution. We similarly applied our random
forest approach to determine the topology of these struc-
tures using only sequence and secondary structure infor-
mation. The RNA structures considered are presented in
Figure 4 and include the ‘Varkud’ satellite ribozyme (VS)
(56), the Didymium group I-like intron ribozyme
(DiGIR1) (57), a three-way junction formed between the
U4 and U6 RNAs in the spliceosome (U4U6) (58), the
hepatitis C virus (HCV) (59), and the recently solved
RNase P (60). Figure 4 also shows our prediction results
along with those of the Westhof and Mathews groups.
The VS ribozyme contains two three-way junctions

determined by helices II–III–VI and III–IV–V (56). The
Westhof group predicts a coaxial stacking between helices
III and VI and family A for the first junction, and a
coaxial stacking between III and IV and a family C for
the second junction. Similarly the Mathews group predicts
coaxial stacking between helices III with VI and between
helices IV–V. By using secondary structure information,
our method predicts a coaxial stacking between helices II
and III with junction family C for the first junction, and a
coaxial stacking between helices III and IV with junction
family C for the second junction. Although no crystal
structure is available, FRET analysis suggests (38,39)
that our prediction for the first junction could be inaccur-
ate, but that our prediction for the second junction can be
correct both in the coaxial stacking pattern and junction
family type.
The helices P3-P8-P15 of the DiGIR1 structure consti-

tute a three-way junction. In agreement with the Westhof
group, our random forest approach suggests a coaxial
stacking between P3 and P8 and a junction family C,
whereas Tyagi and Mathews predict a coaxial stacking
between P8 and P15. The resemblance of this structure
to the Tetrahymena group I intron also suggests the pre-
diction is accurate (61).
Similarly, the three-way junction of the U4U6 snRNA

in the spliceosome has also been considered for prediction.
Our results propose a coaxial stacking between helices I
and III and family C type. Lescoute and Westhof,
however, predict a coaxial stacking between helices II
and III and family B, while Tyagi and Mathews make
no prediction.
The HCV virus contains a three-way junction formed

by helices IIIo-IIIabc-IIId. Our random forest approach
proposes a coaxial stacking between helices IIIo and
IIIabc along with a junction family C. This configuration
agrees with one of the proposed possibilities by the
Westhof group. The Mathews group predicts a coaxial
stacking formed between helices IIId and IIIabc.
Although no crystal structure is yet available, recent
FRET studies support our IIIo-IIIabc coaxial stack con-
figuration (40).
Finally, the ribonuclease P structure contains a

three-way junction determined by the helices P5-P5.1-P7,
and its crystal structure has now been solved (60). Both
Mathews and Westhof groups predict a coaxial stacking
pattern between P5 and P5.1. In addition, Lescoute and
Westhof predict a junction family A type. By using only
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secondary structure information, our method correctly
predicts a coaxial stacking between P5 and P5.1, and an
incorrect junction family C type instead of A.

SUMMARY AND DISCUSSION

RNA junctions are important structural elements involved
in the global architecture of RNA tertiary structure. The
function of large RNAs requires complex coordinated
motions among their components, and the flexibility of
junctions contributes to the proper functioning of RNA.
Predicting the 3D configurations of helices in junctions is
thus an important step in determining RNA 3D struc-
tures. We have applied a data mining method to predict
junction families (topologies) for three- and four-way
junctions, as well as to predict coaxial helical stacking
for any RNA junction order. This method relies on a set
of parameters, or feature vector, obtained from known
RNA 3D junctions taken from solved RNAs (Table 1),
and uses a random forests protocol to make predictions.

Predictions rely on RNA secondary structure information
such as loop length, loop sequence content and thermo-
dynamic parameters. Such secondary structure informa-
tion can be predicted for a single sequence (44) or
multiple sequences (62), or determined experimentally
(63). Databases containing secondary structure informa-
tion for RNA are now common (64).

Our results demonstrate the feasibility of using the data
mining method to predict helical arrangements in junc-
tions. More specifically, prediction of three- and
four-way junction families yields an accuracy of about
85% and 74%, respectively. The difference in performance
is due to the larger number of three-way junctions avail-
able (110 junctions) compared to four-way junctions (65
junctions). Three-way junctions are classified into three
families, while four-way junctions have at least nine
possibilities.

The accuracy for our predictions of coaxial stacking
arrangements for three- and four-way junctions is about
81% and 77%, respectively; for higher-order junctions,

Figure 4. Application to non-crystallized three-way junctions along with a comparison with the Westhof and Mathews groups (22,34). See text for
details.

8 Nucleic Acids Research, 2011

 at N
ew

 Y
ork U

niversity on S
eptem

ber 15, 2011
nar.oxfordjournals.org

D
ow

nloaded from
 

http://nar.oxfordjournals.org/


it is around 60%, due to the lack of sufficient training
data. It is also possible that prediction values for three-
and four-way junctions are higher because the parameters
depend on loop, sequence and thermodynamic features
from the entire junction, while predictions of higher
order junctions rely on local information (i.e. loop,
sequence and thermodynamic parameters from pairs of
consecutive helices and their nearest neighbors). In
addition, most of the higher order junctions in our
dataset belong to the ribosomal RNA, whose helical ar-
rangements are often influenced by proteins.

We showed that predictions improve when knowledge
from coaxial stacking or junction families is provided, for
example from FRET, Cryo-EM and NMR data. By
adding coaxial stacking interactions as an additional
feature parameter, prediction of three-way junction
family type increases to 86%, while prediction in
four-way junction family type improves from 74 to 81%.
Similarly, if the type of junction family is known, predict-
ing coaxial stacking in three-way junctions increases from
81 to 83%, while prediction of coaxial stacking in
four-way junctions increases dramatically from 77 to
87%. Experimental techniques such as FRET (47) and
SAXS (48) can help provide such related information.
An alternative approach consists of a two-step procedure,
by initially using random forests to determine coaxial
stacking (junction family, respectively) and then imple-
menting random forests again to predict the junction
family (coaxial stacking, respectively). Applying this
two-step procedure to three- and four-way junctions
improves all predictions except four-way junctions
(Table 2).

Although our predictions improve upon previous work
by Tyagi and Mathews (34), their approach differs from
ours in both methodology and concept: Tyagi and
Mathews predict coaxial stacking only when loop lengths
between helices are one or zero, and we impose no such
restriction on loop length. Another important difference
is that we require helices in junctions to contain at least
two consecutive canonical Watson–Crick base pairs,
while Tyagi and Mathews consider helices formed by a
single base pair as well. Still, our comparisons made over
a common junction dataset (Supplementary Table S9)
show that our method performs well for predicting
coaxial stacking prediction for both three- and four-way
junctions (80% and 92%, respectively) compared to
previous attempts (30% and 70%, respectively) (34).

Overall, the statistical data-mining approach benefits
from the modularity of RNA architecture and available
training data. By analyzing the contribution of each fea-
ture parameter independently (Supplementary Figure S2),
we found that 8 out of the total 15 and 18 parameters we
formulated for three- and four-way junctions, respectively
(Supplementary Tables S2–S3), provide essential contribu-
tions for coaxial stacking prediction, and 4–6 parameters
are essential for junction family prediction. Our analysis
highlights the importance of feature parameters built from
the size of loops within junctions and base pair configur-
ations at the end of helices. For instance, a short loop
length between helical elements in junctions is correlated
to coaxial stacking formation (22,23,27). As the loop

length between helices increases, stacking forces decrease
and the sequence content between helices may be less im-
portant. Indeed, the number of nucleotides in junction
regions has been recognized as a factor for improving
RNA secondary structure prediction (20,65). In
addition, experiments that estimate thermodynamic par-
ameters have shown that base stacking interactions in
nucleic acids are sequence dependent. For instance, the
stacking force associated with a Guanine-Cytosine (GC)
stacked with a GC base pair is stronger than that
associated with a GC stacked with a CG or AU base
pair. Furthermore, adenines in the loop regions within
junctions tend to stabilize junction topologies by
forming A-minor interactions (43) that interact in cooper-
ation with coaxial helical stacking (21–23,27). Therefore
the presence of adenines can help predict both coaxial
stacking as well as help in predicting junction family
types. It follows that features built on these observations
can capture some of the forces involved in the 3D struc-
ture of RNA junctions.
Examples where the method fails to predict the right

stacking and/or family type due to external factors that
promote or prevent coaxial stacking formation are shown
in Figure 5. The first example shows a recently solved
riboswitch molecule containing a three-way junction with
loop lengths of 3, 3 and 6. Our statistical data show that
coaxial stacking formation favors pairs of helices with a
small loop length in between (27). However, coaxial
stacking forms between the helices whose common loop
has length 6 due to the interaction of the cyclic diguanylate
(c-di-GMP) metabolite (Figure 5a in orange), which stacks
with other nucleotides in the loop region. Interestingly, it
has been reported (66) that the nucleotides that stack with
c-di-GMP are more conserved than nucleotides that con-
tact the c-di-GMP, thus emphasizing the importance of
stacking for the riboswitch’s function. A second example
occurs in a four-way junction in the rous sarcoma virus
with helices B (green) and C (magenta) having no nucleo-
tides in between. While our approach predicts the forma-
tion of a coaxial helical stacking of B with C, no coaxial
stacking occurs due to the presence of a nucleocapsid
protein which pushes C away and prevents it from
stacking with B (Figure 5b in orange). Experiments
suggest that the high affinity RNA–protein binding in
the RSV virus has an important role in genome packing.
Supplementary Table S1 lists the proteins and metabolites
that interact with every junction (proteins from 1NKW
are not listed due to poor resolution in the protein struc-
tures). From this list we observe that about 80% of the
junctions contain RNA–protein interactions. Thus
although the presence of proteins can either prevent or
promote coaxial stacking and junction topology conform-
ations, the protein sequences involved are highly diverse
and there is no obvious sequence signature to help deter-
mine feature parameters to make better predictions. The
third example shows a five-way junction in the group I
Azoarcus intron with a coaxial stacking formed between
helices H2 (red) and H3 (blue) that this method fails to
predict. The coaxial stacking interaction forms with the
aid of a pseudoknot (Figure 5c in orange) which stacks
with both H2 and H3. The method cannot predict coaxial
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stacking formation due to the presence of pseudoknots
because the feature parameters do not include pseudoknot
information. If pseudoknots are known a priori, this limi-
tation can be removed by adding statistical parameters on
the loop and stem lengths where coaxial stacking occurs,
as presented in our statistical analysis of RNA 3D motifs
(21).
Many avenues for future improvement can be identified,

especially regarding higher-order junctions. Because
higher-order junctions are composites of sub-junctions
of a smaller branching order (27), a divide and conquer
approach could be envisioned by dividing the RNA into
sub-junctions and predicting the topology of each
sub-junction independently. Further improvements could
arise from adding information from typical 3D motifs
observed in junctions such as the U-turn (67) and
A-minor/coaxial helix (15,21,40), for example, and by
including information from loop–loop interactions.
Although long-range interactions between loop regions
near junctions are important for formation of a junction’s
topology (68), we have not yet incorporated this feature
due to the lack of sequence specificity and the high diver-
sity of such interactions. To achieve better predictions for
higher order junctions, feature parameters may be
improved based on these ideas.
Our junction prediction approach has applications to

RNA 3D structure prediction. Figure 4 shows examples
of both coaxial stacking patterns as well as junction
topology predictions to non-crystallized three-way junc-
tions. Our results agree for the most part with previous
predictions (22) and experimental FRET analysis (38–40).
In addition, our application of the random forest method
to predict both coaxial stacking and junction topology can
be used as a first approximation of the 3D structure of
junctions, which can be provided to 3D folding programs
such as NAST (69), as well as to atomistic MD models.
Our predictions might also be implemented as restraints to

the conformational space of RNA 3D structures. Work
continues on this exciting front.
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