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Supporting Discussion 
 
Structure of the NTD and GD of the nucleosome bound H1 
Because of its short length, the NTD plays a negligible role in shielding entering/exiting linker 
DNA electrostatic repulsion (1). Instead, the NTD has been postulated to act as an ‘anchor’ that 
secures the linker histone to the nucleosome and counterbalances the fluctuating interactions 
between the CTD and the DNA linkers (2). In SI Figure 2, we show that the NTD adopts a 
significant helical population upon DNA binding. Interestingly, this disordered-to-ordered 
transition of the NTD is dependent on DNA interaction as the isolated NTD remains disordered in 
solution.  
 
It has been observed that the GD of H1 adopts a stable winged-helix fold (3) and its nucleosome 
binding location varies across isoforms and with the experimental conditions (4–6). For instance, 
while chicken H5 (7) and Xenopous laevis histone H1.0 (8) bind in a symmetric on-dyad mode, 
Drosophila H1 (9) and human H1.4 (10) exhibit asymmetric off-dyad binding modes. Cryo-EM of 
a 12-nucleosome array (10) suggested variability in the localization of the H1 globular head across 
the array. Recent mesoscale modelling of chromatin arrays comparing different H1 densities and 
subtypes that bind on-dyad or off-dyad revealed that some variations produce highly compact, 
but rigid chromatin fibers, while others decrease compaction, but enhance long-range interactions 
promoting looping (11). In agreement with the experimental data our model is based on (8), we 
observe that the H1.0 GD remains bound ‘on-dyad’ to the nucleosomal DNA, preserves its 
winged-helix fold throughout the simulations (Figure S3A), and is rigid when compared to the CTD 
(Figure 2B). We also see that GD’s binding to the nucleosome is mainly stabilized by electrostatic 
contacts (Figure S3B), which are consistent with isothermal titration calorimetry (ITC) experiments 
(7). 
 
Partitioning of the disordered CTD of the nucleosome bound H1 into four different loops 
The statistical ensembles of the CTD of the nucleosome bound H1, obtained with BEMetaD (see 
below), reveal that, independently of the force field (Figure S1), this domain can be divided into 
four different regions. We term these four regions: ‘beta’, ‘loop 1’, ‘loop 2’ and ‘end’ (Figure 2D) 
based on their structural charactheristics. Each region spatially concentrates ~8-10 positively 
charged residues (lysines/arginines) and exhibits distinct patterns of interactions with the DNA in 
the nucleosome (see Figure 2D). Together, they efficiently screen the repulsion among 
exiting/entering DNA linkers but each confers different levels of flexibility to the DNA linkers. 
Interestingly, the CTD regions that are least flexible (beta and loop 2) are found sandwiched 
between the two DNA linkers right at their crossing point. These two regions interact strongly 
(Figure 2D) with both DNA linkers around the crossing point, contributing to narrowing the 
distance within the nucleosome particle (Figure 3A).  
 
The ‘beta’ region involves the only stable secondary element present in the CTD (occurring in 
~80% of the frames analysed). This is a 22-residue anti-parallel beta-sheet motif between 
residues 102KKSVAFKKTKK112 and 140ATPVKKAKKKA151. Next, the loop 1 region is a 20-residue 
loop that is closed by the beta-sheet motif discussed above and comprises residues 
113EIKKVATPKKASKPKKAASKA139. Loop 1 is very flexible and interacts more strongly with linker 
α3 (17-32 bp) and transiently with linker L1 (18-23 bp). Such transient DNA-DNA bridging 
stabilizes a compact chromatosome conformation but allows the last basepairs of both linker DNA 
segments to remain flexible.  Loop 2 is a 24-residue loop 
(152ATPKKAKKPKTVKAKPVKASKPKK175) that behaves very similar to the beta motif; this is, it is 
among the least flexible regions as it interacts very strongly with both linkers L1 and α3 become 
squeezed in between them right at the DNA crossing point (see contacts in Figure 2B). This is 
consistent with NMR experiments suggesting that a partially conserved segment in H1.0 
Drosophila (corresponding to 155PKKAKK160 in our case) is folded into the nucleosome (9). Finally, 
the end region formed by the last 19 CTD residues, 176AKPVKPKAKSSAKRAGKKK194 is very 
flexible and interacts transiently with the nucleosomal DNA and the linker L1.  



Supporting Methods 
 
Multiscale Methodology  
Given the unstructured and flexible nature of the CTD of H1.0, characterizing its statistical 
ensemble at high resolution (i.e. atomistic configurations) when bound to the nucleosome and its 
impact in nanoscale chromatin organization remains challenging for both experiments and 
computational approaches alike. To address these challenges, we have combined the latest 
experimental structural data (7, 8) on nucleosome bound-H1 with an advanced multiscale 
modelling and simulation strategy. At the highest level of resolution, our multiscale approach 
consists of an extensive set of enhanced sampling atomistic simulations. At the lower-level of 
resolution, our approach investigates the structural behaviour of 100-nucleosome systems using 
an updated version of the advanced NYU mesoscale chromatin coarse-grained model. The 
update developed here consists on a new H1.0 coarse-grain model derived from our atomistic 
simulations. See detailed description below in Section 2.1.5. 
 
Level 1: Atomistic Simulations 
 
1.1 List of Atomistic Simulations 

 
Table S1: List of atomistic simulations performed for this work.  
 

 System Force-field Time Simulation 

1 211bp-Chromatosome 
+ WT LH 

Amber99SB-ILDN (36) + 
parmbsc0 (37) + TIP3P 

(38) 

5 replicas, 1μs 
per replica 

WT-
BEMetaD 

2 211bp-Chromatosome 
+ WT LH 

Amber03ws (39) + 
parmbsc0 + TIP4P-2005 

(40) 

5 replicas, 750 
ns per replica 

WT-
BEMetaD 

3 211bp-Chromatosome 
+ WT LH 

Charmm36M (41) + 
Charmm36 DNA (42) + 

TIP3P 

5 replicas, 500 
ns per replica 

WT-
BEMetaD 

4 
Reduced 

Chromatosome + WT 
LH 

Amber99SB-ILDN + 
parmbsc0 + TIP3P 

5 replicas, 1μs 
per replica 

WT-
BEMetaD 

5 

Reduced 
Chromatosome + 

Partial Phosphorylated 
LH 

Amber99SB-ILDN + 
parmbsc0 + TIP3P 

5 replicas, 1μs 
per replica 

WT-
BEMetaD 

6 
Reduced 

Chromatosome + Fully 
Phosphorylated LH 

Amber99SB-ILDN + 
parmbsc0 + TIP3P 

5 replicas, 1μs 
per replica 

WT-
BEMetaD 

7 Isolated WT CTD Amber99SB-ILDN + 
TIP3P 

16 replicas, 
200 ns per 

replica 
REST2 

8 Isolated Partial 
Phosphorylated CTD 

Amber99SB-ILDN + 
TIP3P 

16 replicas, 
200 ns per 

replica 
REST2 

9 Isolated Fully 
Phosphorylated CTD 

Amber99SB-ILDN + 
TIP3P 

16 replicas, 
200 ns per 

replica 
REST2 

10 Isolated NTD Amber99SB-ILDN + 
TIP3P 

56 replicas, 
250 ns per 

replica 
T-REMD 



11 
211bp-Chromatosome 

+ WT LH Globular 
Domain 

Amber99SB-ILDN + 
parmbsc0 + TIP3P 500 ns Unbiased 

MD 

12 211bp-Nucleosome 
(without LH) 

Amber99SB-ILDN + 
parmbsc0 + TIP3P 500 ns Unbiased 

MD 
 
 
1.2 Model Building 

Chromatosome Model: The atomic coordinates for the 211-bp chromatosome with two 
symmetric 32-bp DNA linker arms were initially extracted from one of the central nucleosomes 
in the 1ZBB tetra-nucleosome structure (12). The eight histone proteins were then replaced 
by those from the 1.9 Å resolution 1KX5 structure (13) containing histone tails. The human 
H1.0 sequence was obtained from the Uniprot Consoritum (14) (ID: P07305) and Modeller 
(15) was used to create a homology model of the GD of H1.0 with H5 (PDB 4QLC) (7) as the 
template. This modelled H1.0 GD was positioned on the nucleosome by overlaying it to H5 in 
the 4QLC structure. The unstructured NTD and CTD of H1.0 were independently built in 
extended random coil configuration using VMD (16). A standard REMD simulation of this CTD 
was performed and a random configuration capable of fitting between the linker arms was 
selected. The NTD and chosen CTD were attached to the previously built H1.0 model using 
Pymol (17). Finally, a short 1 ns MD simulation of this conformation was performed in the 
GBSA implicit solvent (18, 19) to condense the terminal domains. This condensed system was 
then solvated in an octahedral box for the simulations. 
 
Reduced Chromatosome System: The reduced or truncated chromatosome system was 
built for computational expedience to test effects of phosphorylation on the conformations of 
CTD within the nucleosome. This was built by removing atoms from the 211-bp nucleosome 
model. Truncated α3 and L1 linkers were modelled as the terminal 32 bp each of the 211-bp 
nucleosome. The nucleosomal DNA interacting with DNA was modelled as a 30-bp segment 
(15 bp each side of the dyad). To maintain the nucleosomal configuration, the bottom two 
base-pairs of the linker strands were restrained with force constants of 1000 kJ mol-1 nm-2. To 
maintain the curvature of the nucleosomal DNA, the phosphorus atoms within them were 
restrained with similar force constants. Histone tails H3, H4, and H2B were also included in 
the model and the last two tail amino acids were restrained at their point of attachments to the 
histone core. This system was then solvated in an octahedral box. 
 
Isolated NTD: The first 26 residues of H1.0 was considered to constitute the N-terminal 
domain. The sequence was built in extended conformation using Avogadro (20). This system 
was then condensed using an initial 1 ns simulation in GBSA implicit solvent. The condensed 
system was then solvated in a dodecahedron box. 
 
Isolated CTD: The final 98 residues of H1.0 were considered to constitute the C-terminal 
domain. The conformation of the CTD previously attached to the H1.0 globular domain was 
independently condensed in a 1 ns simulation in GBSA implicit solvent. This condensed 
system was then solvated in a dodecahedron box. 
 

1.3 Simulation Setup 
The atomistic simulations were performed in Gromacs 5 (21). Short range interactions were 
modelled using a Lennard-Jones potential with a cut-off of 10 Å. The PME method (22) was 
used for long-range coulombic interactions with a real-space cut-off of 1.4 nm. The Settle 
algorithm (23) was used to constrain the bond-lengths of water and P-LINCS was used for all 
other bonds. Before production runs, all systems were energy minimized using the steepest 
gradient algorithm and equilibrated for 1 ns each of the NVT and NPT ensembles. The 
temperatures were maintained using the v-rescale thermostat (24) and pressure was 
maintained at 1 bar using the Parrinello-Rahman barostat (25). The force fields and water 



models used, as well as the length of the different simulations and number of replicas are 
described in the Table S1. All simulations were done with 150mM of sodium and chlorine ions.  
 
Phosphorylated serine and threonine residues were modelled using the Amber compatible 
parameters developed by Homeyer et al. (26) and they were introduced into the structure 
using PyMOL (17). Given that nuclear magnetic resonance (NMR) chemical shifts of the N-H 
protons in both phosphoserine and phosphothreonine residues show that they are mainly 
dianionic at pH > 6 (27), their charges were set to −2. 
 

 
1.4 Enhanced Sampling Methodology 

The enhanced sampling simulations were carried out using Gromacs together with Plumed 
2.3.0 (28). Further details are given below. 
 
1.4.1 Biased-Exchange Metadynamics Simulations 

Well-Tempered (29) Biased-Exchange (30) Metadynamics (31) (BEMetaD) were 
performed on the full-length linker histone H1.0 bound to either the full 211-bp 
chromatosome or to the ‘reduced’ chromatosome described. In BEMetaD simulations, 
multiple replicas {i} of the system are simulated at the same temperature while being 
biased along different Collective-Variables (ξi). At regular intervals, the atomic co-
ordinates of two random walkers ‘a’ and ‘b’ are exchanged with probability 
 

𝑃 = 𝑚𝑖𝑛 &1, 𝑒𝑥𝑝 ,
1
𝑘!𝑇

/𝑉"#(𝑥#) + 𝑉"$(𝑥$) − 𝑉"#(𝑥$) − 𝑉"$(𝑥#)567 

 
where 𝑉"%  is the history-dependant metadynamics potential along CV ‘i’ and 𝑥% are the 
atomic coordinates of replica ‘i'. The exchanges thus allow each walker to 
independently diffuse along each CV space unencumbered by minima along correlated 
CVs.  
To sample the conformations of the H1.0 CTD within the nucleosome, five different 
replicas were used (one unbiased replica and four metadynamics-biased replicas) and 
exchanges were attempted between them at fixed intervals. Table S2 below 
summarizes the CVs applied along each of the five replicas. The unbiased replica ‘1’ 
(𝑉"& = 0) is known as the ‘neutral’ replica. 
  Table S2: The Metadynamics biasing CVs of the CTD within each of the replicas. 

Replica Number CV 
1 None (Unbiased) 
2 Sα 
3 Sβ 
4 Scont 
5 Srg 

 
The two secondary structure CVs (Sα, Sβ) are defined following the work of Pietrucci 
and Laio (32) as 
 

𝑆'/) =:
1− ;∆𝑅𝑀𝑆𝐷𝑅*

@
+

1 − ;∆𝑅𝑀𝑆𝐷𝑅*
@
, 

 
where R0, n and m are 0.08 nm, 8 and 12 respectively. ΔRMSD is the root mean square 
difference of six residue segments between the configuration and ideal alpha/beta 
conformations.  
 



The CV biasing the number of electrostatic contacts (Scont) is defined as 
 

𝑆-.+/ =	 : :
1	 −	B

𝑟0DD⃗ − 𝑟1DD⃗
𝑅*

F
+

1	 −	B
𝑟0DD⃗ − 𝑟1DD⃗
𝑅*

F
,

2∈4!%∈5"
 

 
where R0, n and m are 0.2 nm, 8 and 10 respectively. H+ is the set of positively charged 
terminal hydrogens in basic R/K residues and O- is the set of negatively charged 
Oxygen atoms in the DNA backbone. 
 
The CV Srg biased the radius-of-gyration (Rg) of the Cα atoms of the 98 making up the 
CTD. This was defined as 

S67  =   B
∑ 𝑚%|𝑟% − 𝑟849|:+
%

∑ 𝑚%
+
%

F
&/:

 

 
where ri and mi are the position and mass of atom i. rCOM is the centre of mass of the 
CTD Cα atoms. 
 

1.4.2 Replica Exchange with Solute Tempering Simulations 
Replica Exchange with Solute Tempering (REST2) simulations (33) were performed to 
sample the conformations of the disordered C-terminal domain when isolated in 
solution. The implementation of this REST2 method within Gromacs (21) followed the 
work of Bussi (34). Briefly, a λi parameter is used for each replica ‘i’ that scales the 
Hamiltonian of the solute’s (protein) interactions by 
 
• Scaling the charge of solute atoms - 𝑞%

;<. = L𝜆%𝑞;<.. 
• Scaling the LJ parameters of solute atoms - 𝜖%

;<. = 𝜆%𝜖;<.. 
• Scaling the 1-4 dihedral interactions - 𝑈%=%>?= = 𝜆%𝑈=%>?=.  
 
Thus, if the potential energy of the system Utot is divided into its constituent interactions 
– solute-solute (Upp), solute-solvent (Upw) and solvent-solvent (Uww), they are scaled by 
factors of T/λi, 𝑇/L𝜆% and 1 respectively. Hence, the energy differences between protein 
conformational changes are scaled while solvent-solvent interactions are unaffected.  
 
In sampling the conformations of the CTD and its phosphorylated states when isolated 
in solution, 16 replicas geometrically spaced between 300 and 450 K were used. The 
λi of the 16 replicas for scaling their Hamiltonians were calculated as 
 

𝜆% =
𝑇*
𝑇%

 

where T0 is 300 K. Exchanges between the replicas were attempted every 10 ps and 
replicas were simulations for 200 ns each. The initial 50 ns of the trajectory was 
discarded for equilibration and the remaining trajectory was used for analysis.  
 

1.4.3 Temperature Replica Exchange Simulations 
The Temperature Replica-Exchange MD (T-REMD) simulations were performed to 
sample the conformations of the isolated N-terminal domain. The distribution of 
temperatures were estimated using the predictor of Patriksson and Van-der-Spoel (35) 
and an acceptance probability of 20%. This resulted in 56 replicas between the 
temperatures of 300 and 450 K. The simulations were performed for 250 ns in each 
replica for a total sampling of 14 μs and exchanges between the replicas were 



attempted every 10 ps. After discarding the initial 50 ns, the coordinates from the lowest 
temperature replicas were considered for analysis 

 
 

1.5 Trajectory Analysis 
1.5.1 Metadynamics Reweighting 

In the metadynamics simulations, the addition of history dependant bias potentials 
precludes a direct ensemble averaging of the system’s characteristics as simulation 
time is without physical meaning. The methodology of Bonomi et al. (43) was thus used 
to reweight the trajectory frames and subsequently calculate the unbiased equilibrium 
ensembles. Briefly, the Probability Distribution of the biased system P(R,t) can be 
expressed as 

 

𝑃(𝑅, 𝑡) =
𝑒𝑥𝑝(−β[𝑈(𝑅) + 𝑉(𝑠(𝑅), 𝑡)])

∫ 𝑒𝑥𝑝(−β[𝑈(𝑅) + 𝑉(𝑠(𝑅), 𝑡)]) 𝑑𝑅
 

 
where U(R) is the internal potential and V(s(R),t) is the metadynamics bias potential. 
The introduction of the delta function δ(s – S(R)) and the unbiased probability density 
function P0(R,t) allows the expression of the equation as  
 

𝑃(𝑅, 𝑡) = 𝑃*(𝑅, 𝑡) ⋅ 𝑒𝑥𝑝(−β[𝑉(𝑠(𝑅), 𝑡) − 𝑐(𝑡)]) 
 
where c(t) is the time-dependant bias offset defined as  
 

𝑐(𝑡) =
1
β 𝑙𝑛 [

∫ 𝑒𝑥𝑝\−β𝐹(𝑠)^ 𝑑𝑠
∫ 𝑒𝑥𝑝(−β[𝐹(𝑠) + 𝑉(𝑠, 𝑡)]) 𝑑𝑠

_ 

 
Disregarding this offset, the unbiased probability P0(R,t) can be then be calculated from 
the biased probability P(R,t) as  
 

𝑃*(𝑅, 𝑡) = 𝑃(𝑅, 𝑡) ⋅ 𝑒𝑥𝑝(β[𝑉(𝑠(𝑅), 𝑡)]) 
 
See Bonomi et al. (43) for a complete derivation. These unbiased probabilities P0(R,t) 
along each of the replicas were combined using the Weighted Histogram Analysis 
Method (WHAM) to assign weights w(t) for each frame of the concatenated trajectory. 
The equilibrium average of any system characteristic O was then calculated  
 

⟨𝑂⟩ =
∑𝑤%(𝑡)𝑂%
∑𝑤%

 

 
1.5.2 Secondary Structure Calculation 

DSSP (44) implemented within the MDTraj (45) Python library was used to assign 
secondary structure to the residues. We used a simplified secondary structure system 
where residues with both alpha- and 310-helical structures are together labelled α. For 
the calculation of per-residue secondary structural content, the per-frame Oi was set to 
1 if DSSP predicted a helical/beta structure or 0 otherwise.  

 
1.5.3 Terminal Domain Compaction 

To independently assess the compaction of the unstructured domains (Figure 2A) and 
the significance of the change between the bound/unbound states, we compared their 
Rg to the theoretically calculated values of globular (46) and random-coil (47) proteins. 
These were calculated as 

R7
7@AB(N)  =  2.2N*.DE  



𝑅F-.%G(𝑁) = 2.02𝑁*.H* 
where N is the number of residues (98 in the case of CTD here). 

 
1.5.4 Calculation of DNA Curvature 

The curvature of DNA strands were estimated as a dimensionless quantity following 
the work of Pasi et al. (48). To do this Curves+ (49) was first used to fit the curvilinear 
helical axis of the DNA strand as a set of point Ui centred at each base-pair i for each 
trajectory frame.  
 
For each base-pair i, two local circles are then fitted across the points {𝑈%I&, 𝑈% , 𝑈%J&} 
and {𝑈% , 𝑈%J&, 𝑈%J:}. The radii of these two circles are then calculated as 𝑟% and 𝑟%J& 
respectively. The curvature of the step 𝐶% is then calculated as  

 

𝐶% = l,
1
𝑟%
×

1
𝑟%J&

6 

 
To normalize this quantity 𝐶%, it is then multiplied by a scaling of 40 to ensure that 
curvature of the 1KX5 nucleosome structure (13) is calculated as 1. The curvature of 
the L1/α3 strands were then calculated as the WHAM-weighted mean of the individual 
𝐶% of the base-pairs within them.  

 
1.5.5 Clustering Procedure 

Clustering was performed using the single-linkage method of clustering within 
Gromacs. Within this method, a frame ‘j’ was assigned to cluster ‘i' if the Root-Mean-
Square-Displacement (RMSD) between them was less than 2.5 Å. For the calculation 
of RMSD, the 98 Cα atoms of the C-terminal domain were considered. The weight of 
each cluster ‘Wi’ was then calculated as  
 

𝑊% = :𝑤2
2	∈	%

 

 
where ‘wj’ is the weight of each frame ‘j’ assigned to cluster ‘i’,  

 
Level 2: Coarse-Grained Simulations  
To investigate the implications of our all-atom findings in nanoscale chromatin structure, we 
carried out coarse-grained simulations of 100-nucleosome systems with a uniform nucleosome 
repeat length of 200 bp that explore the effects of CTD flexibility. For this, we use the NYU coarse-
grained chromatin model which is summarized below and detailed in our previous work (50–52) 
— albeit with an updated H1 description.  The NYU model includes several important features of 
nanoscale chromatin, such as electrostatic interactions, DNA and nucleosome mechanics, 
structural irregularity, and histone tail flexibility, and averages out other effects like protein/DNA 
sequence effects, hydrogen bonding, atomistic fluctuations, and solvation. 
 
2.1 Description of CG Model 

The components of the model can be briefly described as follows 
2.1.1 Nucleosome Core 

The nucleosome protein core together with the wrapped DNA (excluding the histone 
tails) is modelled as a rigid irregular body with 300 Debye-Huckel charges uniformly 
distributed on the nucleosome molecular surface. The charges are optimized to 
reproduce the full atom electric field around the nucleosome by the Discrete Surface 
Optimization (DiSCO) algorithm (53) that solves the nonlinear Poisson-Boltzmann 
equation.  

2.1.2 Histone Tails 



The ten histone tails protruding out of each core (N-termini of H2A, H2B, H3, H4 and 
C-terminus of H2A) are modelled as flexible chains of beads. Each bead is comprised 
of 5 amino-acid residues and is rigidly attached to the parent core. The stretching and 
bending flexibility constants of each tail inter-bead segment are modelled by harmonic 
potentials with parameters developed to mimic atomistic flexibilities (50, 54). The 
charges of the beads are modelled to equal those of their constituent amino acids.  

2.1.3 Linker DNA 
The DNA connecting consecutive nucleosomes is treated as a chain of spherical beads 
that have a salt-concentration dependant charge parameterized using the method of 
Stigter (55). For describing the mechanical properties of DNA, the wormlike-chain 
(WLC) chain model (56, 57) of Jian et al. (58, 59) was used. The equilibrium inter-bead 
DNA segment is modelled at 3 nm (9 bp). The entering and exiting DNA are modelled 
with an equilibrium angle to the nucleosome of 108˚ corresponding to a wrapping of 
147 base-pairs.  

2.1.4 Solvent and Ionic Environment 
The solvent around the oligonucleosomes is modelled implicitly as a continuum. The 
screening of electrostatic interactions due to the presence of monovalent ions in 
solution (0.15 M NaCl) is treated using a Debye-Hückel potential (screening length 
1.27 nm-1) (50). 	

2.1.5 Multiscale Mapping of Linker Histone Model from this Work 
In this work, we took advantage of our atomistic statistical ensembles for the 
nucleosome-bound H1 to developed a more realistic coarse-grained modelled based 
on this behavior. We focused on the human linker histone H1.0 with a resolution of one 
bead per five amino-acid residues, and centred each bead at the 𝐶' atom of the central 
amino acid. This consisted of 37 beads: 4 beads for the NTD, 14 beads for the GD, 
and 19 beads for the CTD. Each bead of the GD contained one pseudo-charge 
optimized to reproduce the full atom electric field with the DiSCO algorithm (53) using 
as the reference configuration the highest populated structure in our full-nucleosome 
bound H1 atomistic BEMetaD simulations (neutral replica). For beads representing 
disordered protein regions, we instead defined the bead charges as the sum of the 
constituent charges (average charge per bead of +2.4e). Using again the configuration 
of H1 from the highest populated cluster from our atomistic simulations, we rigidly 
attached the N- and C-terminal tails to the GD. Because the secondary structure of the 
globular domain was conserved throughout our atomistic simulations, this domain was 
kept rigid. For the NTD and CTD, we focus on the 𝐶' atom of the central residue that 
would correspond to each bead, and evaluated the bond and angle distributions from 
our full-nucleosome bound BEMetaD simulations (neutral replica). To then map the 
atomistic behavior to our coarse-grained model, we searched for an inter-bead 
potential that would reproduce the obtain distributions. For all cases, a Gaussian 
function seemed an adequate fit, which allowed us to approximate the stretching and 
bending potentials as harmonic and derive the inter-bead potential parameters with a 
simple Boltzmann inversion (see Figures S8 and S9). Our resulting linker histone force-
field is now non-uniform, i.e., it has parameters that depend on the identity of the bead: 

𝐸L = :
1
2𝑘%

M\𝑙% − 𝑙%
?N^:

OI&

%P&

 

 

𝐸$ = :
1
2𝑘%

$\𝜃% − 𝜃%
?N^:

OI:

%P&

 

 
𝑙%
?N and 𝑘%M are the stretching equilibrium value and force constant between beads 𝑖 and 
𝑖 + 1, and 𝜃%

?Nand 𝑘%$are the bending equilibrium value and force constant between 



beads 𝑖, 𝑖 + 1 and 𝑖 + 2. These distributions and parameters are provided in Figures 
S8 and S9 below.  
In addition, to model less flexible CTD systems (‘LessFlex’), we multiply the stretching 
and bending force-constants by 10, and to model more flexible systems (‘MoreFlex’), 
we divide them by 10. We also model a control case that we term ‘Symmetric’, in which 
model the CTD as a homopolymer instead; that is, for all beads, independently of their 
identity, we set: 𝑘M = 10 kcal/mol nm2, 𝑘$ = 1 kcal/mol rad2, 𝑙?N = 1.5 nm, and 𝜃?N =
110°.  
We also included an excluded volume term (𝐸?Q), to avoid overlap between non-
consecutive H1 beads and with other chromatin components: 

𝐸?Q = : : 𝑘?Q sB
𝜎--
𝑟%2
F
&:

− ,
𝜎--
𝑟𝑖𝑗6

H
v

O

2R%J&

OI:

%P&

 

Here, 𝑟𝑖𝑗 is the distance between beads 𝑖 and 𝑗, 𝑘?Q = 0.001𝑘!𝑇 as in the rest of the 
model, and 𝜎5&I5& = 1.8 nm for H1-H1 beads, 𝜎5&- = 1.8 nm for H1-core beads, 𝜎5&S = 
2.7 nm for H1-linker DNA, and 𝜎5&- = 1.8 nm for H1-histone tail. Finally, we also 
included a Debye-Hückel potential for electrostatics: 

𝐸-(𝑖, 𝑗, ) =
N#N$

TUV%V&<#$
exp	\−𝜅𝑟%2^. 

Here 𝑖 is a linker histone bead and 𝑗 is a bead of an interacting chromatin components,  
𝑞% and 𝑞2 are the effective charges of the chromatin components, 𝜅 is the inverse 
Debye length, 𝜖* is the electric permittivity of vacuum and  𝜖< is the relative permittivity 
of the medium (set to 80). 
 

2.1.6 Phosphorylated Linker Histone Terminal Domains  
Similar to the above described methodology for the parameterization of the WT LH 
terminal domains, CG parameters for the two phosphorylated cases were also obtained 
from the atomistic simulations. As described above, the charges of the beads is the 
sum of the charges of the constituent amino acids. With the WT H1.0 CTD possessing 
a charge of +42e, and the partially phosphorylated case a net charge of +32e. In the 
fully phosphorylated case, all 13 Ser/Thr residues were considered phosphorylated and 
the CTD thus had a composite charge of +16e. As an approximation, we modeled the 
fully phosphorylated and partial phosphorylated versions with 40% and 70%, 
respectively, of the charge of the WT protein.  
 

2.2 Monte-Carlo Simulation Algorithm 
The Monte Carlo simulations of 100 nucleosomes are performed at a constant temperature 
selecting randomly from the five different moves described below. The first three MC moves 
are global pivot, local translation and local rotation moves which together focus on the 
conformational sampling of the main oligonucleosome chain.  
The global pivot move is implemented by randomly choosing one linker bead/nucleosome core 
and a random axis passing through the chosen component. The shorter part of the 
oligonucleosome about this axis is rotated by an angle chosen from a uniform distribution 
within a range so that the acceptance probability is ~25%.  
The local translation/local rotation moves are implemented in a similar manner by selecting a 
random oligonucleosome component (linker bead/nucleosome core) and a random axis 
passing through the component. The component is then moved along/rotated around the 
chosen axis by a distance/angle sampled from a uniform distribution chosen within a range so 
that the acceptance probability is ~25%.  
The fourth tail regrowth move samples flexible histone tail conformations based on the 
configurational bias Monte-Carlo method (60). The move randomly selects a ‘flexible’ histone 
tail chain and regrows it bead-by-bead using the Rosenbluth method (61). To prevent the 
histone tails from penetrating the nucleosome core, the volume enclosed within the 



nucleosome surface is discretized and any trial configurations that place the beads within this 
volume are rejected.   
The fifth linker histone move is a local translation move of its tail beads. A linker histone tail 
bead is selected at random. The bead is then moved in a random direction by a distance 
sampled from a uniform distribution chosen within a range so that the acceptance probability 
is ~25%.  
The five pivot, translation, rotation, linker histone and tail regrowth moves are attempted with 
probabilities of 0.2, 0.1, 0.1, 0.2 and 0.4 respectively.  

2.3 Coarse Grained Simulations 
With the above-described modelling setup and Monte Carlo algorithm, we sample 
configurations of 100-nucleosome chromatin fibers with one H1 molecule per nucleosome and 
an uniform repeat length of 200-bp. All simulations were performed at 298 K and 150 mM 
NaCl. Each simulation set included 12 trajectories covering the deviations from -12˚ to +12˚ 
about the mean DNA twist angle as done previously (62).  Each simulation trajectory was run 
for 100 million MC steps with the last 10 million steps were used for statistical analysis. 
Convergence of the simulations is reached well before 60 million MC steps as shown by 
Bascom et al.  (4). As before (62), for the initial configurations, we use idealized zigzag 
conformations for the oligonucleosomes. Additional model parameters are provided in Tables 
S1-S4 of ref. (62). 

 
2.4 Analysis Measurements 

2.4.1 Inter-Nucleosome Interactions 
The matrices of internucleosome interactions 𝐼′(𝑖, 𝑗) describe the fraction of MC 
iterations that nucleosomes 𝑖 and 𝑗 are in contact with one another. Each matrix element 
is defined as: 

𝐼W(𝑖, 𝑗) = mean/𝛿%,2(𝑀)5 
where  𝑀  is the MC configurational frame, and the mean is calculated over converged 
MC frames used for statistical analysis, where, 

𝛿%,2(𝑀) = �10							
if	cores	𝑖	and	𝑗	are	′in	contactWat	MC	frame	𝑀

otherwise
 

At a given MC step 𝑀  we consider nucleosomes	𝑖 and 𝑗 to be in contact if the shortest 
distance between the tail-beads directly attached to 𝑖 and the tail-beads or core-charges 
of core  𝑗 is smaller than a cut-off value of 1.8 nm.  

2.4.2 Calculation of Sedimentation Coefficients 
The sedimentation coefficient (SN) of a given oligonucleosome array conformation was 
calculated as done in our previous work of Collepardo-Guevara and Schlick (52, 63). 
The SN is calculated from the set of inter-nucleosome distances Rij as  

𝑆O
𝑆&
= 1 +

𝑅&
𝑁 ::

1
𝑅%22%

 

where S1 is the sedimentation co-efficient of a mononucleosome and R1 is 5.5 nm. 
 

 
 
 
 
 
 
 
  



Supporting Figures 
 
Figure S1 
 
Interactions of the DNA strands with the four loop regions of the C-terminal domain from BEMD 
simulations with three force-field combinations. A contact was assumed if any non-hydrogen atom 
of the base-pair was within 3.4 Å of a non-hydrogen CTD atom. Base-pairs for the nucleosomal 
DNA are numbered from -15 to +15 with 0 being the central dyad base-pair.  
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Figure S2 
(A) Snapshot of the most heavily weighted cluster of the linker histone N-terminal domain from 
the BE-Well Tempered Metadynamics simulation. The disordered region was clustered using 
the single-linkage clustering within Gromacs and a cut-off of 0.25 nm. (B) The weighted per-
residue secondary structure of the amino-terminal domain from the BE-Well Tempered 
Metadynamics simulation compared to that from T-REMD simulations isolated in solution.   
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Figure S3 
 
(A) The orientation of the H1.0 globular domain compared between the BE-MetaD simulations 
with the unstructured terminal domains (purple) and from the 5NL0 (8) crystallographic structure 
(green). The alignments were generated by aligning 20 base-pairs around dyad. The a3 helix and 
L1 linker of the LH are highlighted. (B) The per-residue interactions of the amino-terminal, globular 
and carboxyl-terminal domains of the H1.0 linker histone with the L1, α3 and nucleosomal DNA. 
A contact was assumed if a non-hydrogen atom of the residue was within 3.4 Å of a non-hydrogen 
DNA atom. The contacts within the globular domain of H1 identified to mediate nucleosomal 
binding through ITC (7)/FRAP (64) experiments are marked with a ‘*’. 
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Figure S4 
 
Inter-basepair distances between the two linker arms showing the formation of a symmetric 
(globular) or asymmetric (full H1.0) topology of linker DNA arms in simulations of the nucleosome 
with: (top left) only the H1.0 globular domain bound and the ff99sb-ildn force field, (top right) the 
full H1.0 bound and ff99sb-ildn, (bottom left) the full H1.0 bound and ff03ws, and (bottom right) 
the full H1.0 and charmm36m. The figure also shows that the asymmetry found for the full H1.0 
case is force-field independent.  
 
 

 
 
 



Figure S5  
 
Distribution of all-atom pseudo-bonds and derived coarse-grained potential parameters. 
We start by partitioning the full H1.0 protein into beads, each comprising 5 consecutive amino 
acids (e.g. residues 1-5 make bead 1, residues 6-10 make bead 2, and residues 11-15 make 
bead 3). We then define 𝐶$?#=%  as the 𝐶' of the middle amino acid in the 𝑖/> bead (e.g. 𝐶$?#=& , 𝐶$?#=: , 
and 𝐶$?#=D , are the 3rd, 8th, and 13th 𝐶's, respectively), and compute the distribution of distances 
between 𝐶$?#=%  and 𝐶$?#=%J&  from the neutral replica of our all-atom nucleosome-bound BEMetaD 
simulations. These distributions are shown below for the NTD and CTD with blue circles. We then 
fit a Gaussian distribution (shown in with a red line) and by simple Boltzmann inversion we 
calculate from there the bead-dependent parameters for the heteropolymer stretching potential 
(force constant, 𝑘M% , and equilibrium values 𝑙?N% ). 
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Figure S6  
 
Distribution of all-atom pseudo-angles and derived coarse-grained potential parameters. 
For the different beads (see caption of Figure S8) we also compute the distribution of angles 
between 𝐶$?#=% , 𝐶$?#=%J&  and 𝐶$?#=%J: 	from the neutral replica of our all-atom nucleosome-bound 
BEMetaD simulations. These distributions are shown below for the NTD and CTD with blue 
circles. We then fit a Gaussian distribution (shown in with a red line) and by simple Boltzmann 
inversion we calculate from there the bead-dependent parameters for the heteropolymer bending 
potential (force constant, 𝑘$% , and equilibrium values 𝜃?N% ). 
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Figure S7  
 
Chromatin end-to-end distance (top) and fiber length (bottom) for 100-nucleosome systems with 
one H1 bound to each nucleosomes for all the different H1 CTD models explored in this work.  

   

 
 
  



Figure S8  
 
Correlation function between the vectors tangent to the chromatin fiber axis at position zero (𝑡*) 
and a tangent vector at a distance 𝑠 away (𝑡M) along the contour of the fiber axis plotted as a 
function of the contour length and computed for each of the different chromatin systems we 
simulate.	The correlation functions decay in a non-exponential manner for all systems, with the 
decay being slower than exponential at short contour lengths and increasing as the nucleosome-
nucleosome linear separation grows. This might indicate that the coupling of the internal 
chromatin degrees of freedom and the formation/breakage of numerous and highly diverse 
attractive internucleosome interactions lead to a complex behavior where the local stiffness of 
chromatin is not well described by the wormlike chain model within the length scales we can 
access with our simulations. In addition, we note that our chromatin systems are short (~150-250 
nm; Figure S7) in comparison with the estimated persistence length of chromatin (~170 to 220 
nm;) (65). Despite this, we observe a much faster decay of the correlation functions with contour 
length for the chromatin systems that exhibit larger fluctuations in their geometrical fiber 
descriptors (i.e., LowQ-Flex ~ FullP ~ ParP > More Flex >> WT ~ Less Flex > Symmetric), 
consistent with greater flexibility.  
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Figure S9  
 
Probability of loop formation as a function of the loop size measured by the fraction of chromatin 
configurations that exhibit contacts among nucleosomes that are linearly separated by the 
indicated loop length. Each panel show the results for the different systems we simulate: (a) 
Symmetric, (b) Less Flex, (c) WT, (d) More Flex, (e) PartialP, (f) FullP and (g) LowQ-Flex. Note 
that only systems (e), (f), and (g) have a non-zero probability of forming full loops in which the 
first and last nucleosome (separated by 20kb) contact each other. Hence, only these three 
systems are expected to have non-zero J-factors; the number above the 20kb datapoint for 
these cases shows the median of the probability of forming full loops.  
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Figure S10  
Serine/Threonine sites within the H1.0 CTD modelled in the phosphorylated state within the 
partially phosphorylated case. The locations of these sites are depicted in the context of the four 
CTD sub-regions with distinct interaction patterns. 
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Figure S11  
 
Variations to the uneven patterns of interactions between the three LH domains and DNA regions 
due to differences in the phosphorylation states of the CTD. A contact was assumed if a non-
hydrogen atom of the base-pair was within 3.4 Å of a non-hydrogen protein atom. The interactions 
of the extended partially-phosphorylated CTD with the L1 linker is highlighted in a red box.  
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Figure S12  
 
Variations to the intra-CTD interactions due to differences in the phosphorylation states. The 
hyperphosphorylated CTD adopts a collapsed conformation with higher frequency of intra-protein 
contacts similar to the WT, while the partially phosphorylated CTD is in an extended conformation 
with decreased intra-protein interactions. 
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