Inertial stochastic dynamics. II. Influence of inertia on slow kinetic processes of supercoiled DNA
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We apply our new algorithms presented in the companion paper (LTID: long-time-step inertial dynamics, IBD: inertial Brownian dynamics) for mass-dependent Langevin dynamics (LD) with hydrodynamics, as well as the standard Brownian dynamical (BD) propagator, to study the thermal fluctuations of supercoiled DNA minicircles. Our DNA model accounts for twisting, bending, and salt-screened electrostatic interactions. Though inertial relaxation times are on the order of picoseconds, much slower kinetic processes are affected by the Brownian (noninertial) approximation typically employed. By comparing results of LTID and IBD to those generated using the standard (BD) algorithm, we find that the equilibrium fluctuations in writhing number, Wr, and radius of gyration, \( R_g \), are influenced by mass-dependent terms. The autocorrelation functions for these quantities differ between the BD simulations and the inertial LD simulations by as much as 10%. In contrast, when the nonequilibrium process of relaxation from a perturbed state is examined, all methods (inertial and diffusive) yield similar results with no detectable statistical differences between the mean folding pathways. Thus, while the evolution of an ensemble toward equilibrium is equally well described by the inertial and the noninertial methods, thermal fluctuations are influenced by inertia. Examination of such equilibrium fluctuations in a biologically relevant macroscopic property—namely the two-site intermolecular distance—reveals mass-dependent behavior: The rate of juxtaposition of linearly distant sites along a 1500-base pair DNA plasmid, occurring over time scales of milliseconds and longer, is increased by about 8% when results from IBD are compared to those from BD. Since inertial modes that decay on the picosecond time scale in the absence of thermal forces exert an influence on slower fluctuations in macroscopic properties, we advocate that IBD be used for generating long-time trajectories of supercoiled DNA systems.

IBD is a practical alternative since it requires modest computational overhead with respect to the standard BD method. © 2000 American Institute of Physics.

I. INTRODUCTION

In the previous article\(^1\) we introduced two new algorithms for integrating the inertial Langevin equation with hydrodynamic coupling between the particles in a system: LTID (long-time-step inertial dynamics) and IBD (inertial Brownian dynamics). In Ref. 1, we showed that LTID, while employing time steps longer than the inertial relaxation times, is a consistent numerical integrator for the Langevin equation and captures inertial effects ignored by Brownian dynamics (BD). IBD is a cheaper inertial integrator which is more accurate than BD (in terms of the statistical properties of Langevin trajectories) for time steps comparable to those used in BD. Here we compare the dynamics of elastic models of supercoiled DNA systems based on the two inertial algorithms to that based on the noninertial (BD) algorithm of Ermak and McCammon.\(^2\)

We show that all three simulation algorithms appropriately sample the configurational space of the canonical ensemble by comparing the realized probability distributions of two global DNA descriptors—writhing number, Wr, and radius of gyration, \( R_g \)—to those generated by Monte Carlo sampling for a 600-base pair (bp) DNA plasmid. In addition, estimates of the translational diffusion coefficient, a measure sensitive to the distribution of molecular configurations, agree for the three schemes. This agreement, used to validate IBD and LTID, is expected as neither equilibrium configuration distributions nor molecular diffusion coefficients depend on the mass of the particles in the system. However, mass may influence the rate of transition between configurations.

Indeed, for our DNA model, we find that certain dynamic properties (e.g., autocorrelation functions of the geometric descriptors Wr and \( R_g \)) are sensitive to the diffusive approximation made in BD. Although inertial relaxation-time constants are on the order of picoseconds, there exists a non-negligible coupling between fast (picosecond) and slow (microsecond) processes. This coupling influences the kinetics of global conformational changes in a mass-dependent manner. Using the autocorrelation function as a convenient measure of the rate of fluctuation of stationary stochastic variables, we note differences between the massless and the inertial systems of 1% and 10% for the rates of Wr and \( R_g \) fluctuation, respectively.
The behavior predicted in the low-time-step limit of LTID is an accurate representation of inertial dynamics as governed by the Langevin equation. This was shown in Ref. 1 by comparing computational to theoretical results. LTID is semianalytical, based on propagating the frictional modes over finite time steps, and is thus more expensive than IBD and BD. However, the LTID autocorrelation functions provide a benchmark of correlation structure to which the results from IBD and BD can be compared. We show that IBD, based on a singular perturbative expansion of the Langevin equation, matches the inertial behavior of the Langevin equation when the numerical time step is chosen appropriately. Since IBD is much less computationally expensive than LTID and is competitive with BD in terms of CPU usage, we show that the IBD algorithm can be used (at a relatively modest computational cost over BD protocols) when inertial effects may be important.

We demonstrate this by using IBD to simulate the inertial dynamics of systems on size and time scales previously accessible only to BD. Specifically, we analyze the effects of inertia on the biologically important process of site juxtaposition. This process refers to the close spatial approach of linearly distant sites along the DNA contour. DNA site juxtaposition can depend critically on superhelicity and is important for site-specific recombination reactions in prokaryotes. Juxtaposition also plays a role in other processes, such as transcription initiation, where distant DNA domains interact, often through protein modulation. The influence of supercoiling on the dynamics of juxtaposition has already been studied using BD simulations of DNA plasmids ranging in size from 600 to 3000 bp. Calculations have focused on estimating juxtaposition times as a function of DNA superhelicity, site separation, and the ionic environment, as well as on deducing the responsible mechanisms.

We show here that the mean juxtaposition times for 1200- and 1500-bp plasmids depend on whether an inertial or noninertial algorithm is used. The rate of fluctuations in intermolecular distance increases and the mean juxtaposition time decreases by 6% and 8% when inertia is incorporated in 1200-bp and 1500-bp systems, respectively. An 8% difference in mean juxtaposition time for the 1500-bp system corresponds to a difference of about 30 μs between the IBD and BD formulations. This difference is surprisingly large on the picosecond time scale of the frictional relaxation of the inertial modes.

As another application of inertial dynamics, we studied the relaxation from a torsionally stressed planar circle to a supercoiled state. From a large ensemble of folding trajectories (~500) computed using LTID, IBD, and BD, we do not detect any statistically significant differences between the predictions of the three algorithms.

These examples show that mean folding pathways to equilibrium are weakly mass dependent, while slow kinetic processes resulting from equilibrium fluctuations are sensitive to inertia. For the biologically important juxtaposition process, our algorithm IBD is a preferred scheme.

In Sec. II we present the computational model for the DNA structure and energetics and the detailed implementation of LTID, IBD, and BD for the DNA model. In Sec. III, we present the following results:

1. CPU—analysis of the computational costs associated with the two new algorithms in comparison to the performance of BD,
2. internal time scales—computed frictional eigenmodes for equilibrium configurations used to calculate the time scale for the slithering motion of a 1500-bp system,
3. equilibrium motions—translational diffusion coefficients, equilibrium configuration distributions for Wr and Rs, and the Wr and Rs autocorrelation functions for a 600-bp supercoil calculated from LTID, IBD, and BD trajectories,
4. juxtaposition kinetics—mean juxtaposition times from equilibrium trajectories of 600-, 900-, 1200-, and 1500-bp supercoils based on IBD and BD,
5. nonequilibrium motions—ensemble folding from a perturbed state to equilibrium of a 600-bp system, calculated using LTID, IBD, and BD.

We conclude in Sec. IV by summarizing inertia’s significant influence on the time scales of thermal motions contrasted to its lack of influence on the mean motion of a statistical ensemble, and by recommending IBD as a viable alternative to the standard BD scheme.

II. METHODS

We have developed feasible methods for simulating the dynamic behavior of macroscopic models of biopolymer systems governed by the inertial LD equation with hydrodynamic interactions. Here, we apply these methods to a computational model of supercoiled DNA.

A. The DNA model

The bead model of supercoiled DNA that we use here has been introduced and characterized by our group and by others. Appropriate parameter values reproduce experimentally observed properties of large DNA. Though prior studies of the dynamics of this model have used BD, the values for the model parameters (such as bending and twisting elasticity constants) are expected to be equally valid for both the noninertial Brownian and the inertial Langevin descriptions of the dynamics since they are calibrated to reproduce properties, such as equilibrium configuration distributions and diffusion coefficients, that do not depend on the masses of the particles in the system.

The DNA system is represented by a series of N connected beads. A closed DNA loop is modeled by connecting bead i = N to bead i = 1. Associated with each bead i is a position, ri, and a local coordinate system of vectors {ai, bi, ci} which define the rotational orientation of the chain. A complete description of a conformation of the system requires specification of both the position vector r and the {ai,bi,ci} triplet for i = 1, ..., N. Alternatively, one can specify the position vector and the Euler angles {αi,βi,γi}, to describe the rotation of the (i – 1)th to the ith coordinate system for each successive bead.
The potential energy is modeled as the sum of four terms:

\[ E = E_s + E_b + E_t + E_e, \]

to account for stretching, bending, twisting, and electrostatic interactions, as follows.

The stretching energy, \( E_s \), is computed from

\[ E_s = \frac{h}{2} \sum_{i=1}^{N} (\|r_i - r_{i+1}\| - l_0)^2, \]

where \( l_0 \) is the resting length of each interbead segment and \( l_0 = L/N \) (4 nm here), where \( L \) is the target length of the DNA molecule. The stretching energy is considered a computational device to restrain the length of the DNA to the target length. Setting the stretching constant to \( h = 1500; k_B T/l_0^2 \) results in deviations in realized segment lengths of less than 1% of \( l_0 \).

The bending energy, \( E_b \), is calculated from the set of angles \( \{ \beta_i \} \), denoting the deformation between the \((i-1)\)th and the \(i\)th segments:

\[ E_b = \frac{A}{2l_0} \sum_{i=1}^{N} \beta_i^2, \]

where \( A \) denotes the bending rigidity constant, which is expressed as \( A = L_p k_B T \), corresponding to \( A/l_0 = 12.5 k_B T \) for a bending persistence length \( L_p = 50 \text{ nm} \) and a segment length of \( l_0 = 4 \text{ nm} \).

The torsional angle between beads \((i-1)\) and \(i\) is given by the sum of the Euler angles \( \alpha_i + \gamma_i \), and the torsional energy, \( E_t \), is calculated as

\[ E_t = \frac{C}{2l_0} \sum_{i=1}^{N} (\alpha_i + \gamma_i - \phi_0)^2, \]

where \( \phi_0 \) is the equilibrium excess twist due to superhelical winding:

\[ \phi_0 = 2 \pi \sigma (l_0/l_h). \]

Here \( \sigma \) is the superhelical density, and \( l_h \) is the DNA helical repeat length of about 3.55 nm. The torsional rigidity constant is set to \( C = 3 \times 10^{-12} \text{ erg nm} \).

The electrostatic energy is approximated by the Debye–Hückel potential associated with point charges located at the centers of the beads:

\[ E_e = \frac{Q^2}{\epsilon} \sum_{j>i+1} e^{-\kappa r_{ij}} r_{ij}, \]

where \( \nu \) is the effective linear charge density along the chain, \( \epsilon \) is the dielectric constant of water, \( 1/\kappa \) is the Debye length, and \( r_{ij} \) is the scalar distance between beads \(i\) and \(j\). The value of \( \nu \) is parametrized according to the method of Stigter \(^{17}\) so that the far-field potential predicted by Eq. (6) matches the solution to the nonlinear Poisson–Boltzmann equation for a charged cylinder in an ionic solvent. For a monovalent salt concentration of 0.04 M, \( 1/\kappa = 1.52 \text{ nm} \) and \( \nu = -3.92 \text{ e nm}^{-1} \).

We use the radius of gyration \( (R_g) \) and the writhing number \( (Wr) \) as convenient measures of the macroscopic structure of our supercoiled DNA model. The writhing number describes the number of self-crossings of the closed DNA helical axis, averaged over all planar projections of the three-dimensional space curve (thus it is generally nonintegral). It can be approximated using the following discretization of the Gauss double integral:\(^{12}\)

\[ Wr = \frac{1}{4\pi} \sum_{i=1}^{N} \sum_{j=1}^{N} (r_{ij+1} - r_j) \times (r_{ij+1} - r_i) \cdot (r_j - r_i) / ||r_j - r_i||^3. \]

The radius of gyration is a measure of the DNA polymer size. It is defined as the root-mean-square displacement of the hydrodynamic bead centers from the center of mass:\(^{18}\)

\[ R_g^2 = \frac{1}{N} \sum_{i=1}^{N} \left( r_i - \frac{1}{N} \sum_{j=1}^{N} r_j \right) ^2. \]

### B. Hydrodynamics calculations

The movements of the components of the DNA model are coupled to one another through the action of the viscous medium. This viscous coupling is approximated by incorporating either the configuration-dependent friction tensor \( \mathbf{Z} \) into the LD equation, or the diffusion tensor \( \mathbf{D} \) into the IBD and BD equations as previously outlined. For IBD and BD we use the Rotne–Prager diffusion tensor.\(^{19}\) For the LTID algorithm, we construct \( \mathbf{Z} \) from the inverse of the Rotne–Prager diffusion tensor.

For an \( N \)-bead system \( \mathbf{D} \) is a \( 3N \times 3N \) matrix written as

\[ \mathbf{D} = \begin{pmatrix} \mathbf{D}_{11} & \mathbf{D}_{12} & \cdots & \mathbf{D}_{1N} \\ \mathbf{D}_{21} & \mathbf{D}_{22} & \cdots & \mathbf{D}_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{D}_{N1} & \mathbf{D}_{N2} & \cdots & \mathbf{D}_{NN} \end{pmatrix}, \]

where each \( \mathbf{D}_{ij} \) is a \( 3 \times 3 \) matrix representing the interaction between the \(i\)th and \(j\)th beads. For the Rotne–Prager tensor, each \( \mathbf{D}_{ij} \) is calculated from\(^{19}\)

\[ \mathbf{D}_{ij} = \begin{pmatrix} \frac{k_B T}{3 \pi \eta d} & \mathbf{I} & \text{for } i = j (\text{same bead}) \\ \frac{k_B T}{8 \pi \eta ||r_{ij}||} \left( \mathbf{I} + \frac{r_{ij} r_{ij}^T}{r_{ij}^2} \right) + \frac{d^2}{2 r_{ij}^2} \left( \mathbf{I} - \frac{r_{ij} r_{ij}^T}{r_{ij}^2} \right) & \text{for } i \neq j (\text{different beads}) \end{pmatrix}, \]

where \( d \) is the bead diameter and \( \eta \) is the viscosity of the surrounding fluid. The vector \( r_{ij} \) is equal to \( r_i - r_j \). The quantity \( r_{ij}^2 \) is equal to \( ||r_i - r_j||^2 \).

### C. Simulation algorithms

The simulation algorithms were introduced in Ref. 1. Here we present the implementation of LTID, IBD, and BD for the above-described DNA model. In the following sections, \( \nu^n \in \mathbb{R}^{3N} \) is the collective velocity vector for the \( N \) particles in the system at the \( n \)th time step. The vector \( v^n \in \mathbb{R}^{3N} \) is the collective position vector. The entries of the diagonal matrix \( \mathbf{M} \in \mathbb{R}^{3N \times 3N} \) are the masses of particles. The positive definite friction tensor \( \mathbf{Z}(r(t)) \in \mathbb{R}^{3N \times 3N} \) is related to the diffusion tensor by \( \mathbf{Z} = k_B \mathbf{T} \mathbf{D}^{-1} \).
1. LTID

The LTID algorithm requires an eigenmode decomposition of the matrix \( A = M^{-1}Z = k_B T M^{-1}D^{-1} \). In practice we construct the decomposition of \( A \) by first factoring \( D \) [which we have calculated from Eq. (10)]:

\[
D = \Lambda \Sigma \Lambda^T, \tag{11}
\]

where \( \Sigma \) is a diagonal matrix. Since our system is composed of beads of equal mass, \( m \), the matrix \( A \) can be written as

\[
A = \frac{k_B T}{m} (\Lambda \Sigma \Lambda^T)^{-1} = \frac{k_B T}{m} \Lambda \Sigma^{-1} \Lambda^T, \tag{12}
\]

which is identical to the decomposition introduced in the companion paper, where the entries of the diagonal matrix \( A \) are equal to \( k_B T/m \) times the entries of the matrix \( \Sigma^{-1} \).

The correlation structure of the random force term can be expressed as

\[
\langle f_r^n, f_r^m \rangle = \frac{2 k_B T}{\Delta t} \delta_{mn} - \frac{2 k_B T}{\Delta t} \Sigma^{-1}, \tag{13}
\]

where the subscripts \( n \) and \( m \) refer to time step, \( \delta_{mn} \) is the usual Kronecker delta, and the matrix \( \Sigma \) is a square root of the correlation matrix:

\[
\Sigma = \sqrt{\frac{2 m k_B T}{\Delta t}} \Lambda \Lambda^{1/2}. \tag{14}
\]

According to the procedure outlined in Ref. 20, a random force vector having the proper correlation [Eq. (13)] can be calculated from the above via

\[
f_r^n = \tilde{\Sigma} \rho, \tag{15}
\]

where \( \rho \) is a vector of uncorrelated random numbers chosen from a Gaussian distribution with zero mean and unit variance. (See also Note added in proof in Ref. 1 of an alternative procedure.) Note that

\[
\tilde{\Sigma} = \sqrt{\frac{2 m k_B T}{\Delta t}} \Lambda \Lambda^{1/2}.
\]

For our DNA model, the torque on each bead acts only in the \( a_i \) direction and the random torque, \( \tau_{r,a_i} \), is chosen from a Gaussian distribution with zero mean and variance given by

\[
\langle (\tau_{r,a_i})^2 \rangle = \frac{2 k_B T}{\Delta t} \xi_{a_i}. \tag{16}
\]

LTID implementation for DNA model. Analogous to the application of LTID to a simple harmonic oscillator given in the companion paper, we construct an algorithm that is second-order algorithm in its treatment of the systematic forces based on calculating a first-order estimate of the configuration at the \((n+1)\)th time step and using this configuration to make an estimate of the force acting at time \((n+1)\). We denote the first-order estimate of the configuration by the bead positions, \( r_{n+1,*} \), and the local coordinate systems \( \{a,b,c\}_{n+1,*} \).

For each bead, we first calculate an estimate of the finite rotation about the \( a_i \) axis:

\[
\Delta \Theta_{a_i}^{n+1,*} = \frac{m_{a_i}}{\xi_{a_i}} \left[ 1 - e^{-\left(\xi_{a_i} / m_{a_i}\right) \Delta t} \right] \Omega_{a_i}^{n+1,*} + \frac{1}{\xi_{a_i}} \left[ \frac{m_{a_i}}{\xi_{a_i}} \left( 1 - e^{-\left(\xi_{a_i} / m_{a_i}\right) \Delta t} \right) \right] \times \left( \tau_{s,a_i} + \tau_{n,a_i} \right). \tag{17}
\]

The local coordinate system is then rotated by \( \Delta \Theta_{a_i}^{n+1,*} \):

\[
\tilde{a}_{i}^{n+1,*} = a_{i}^{n},
\]

\[
\tilde{b}_{i}^{n+1,*} = \cos(\Delta \Theta_{a_i}^{n+1,*}) b_{i}^{n} + \sin(\Delta \Theta_{a_i}^{n+1,*}) c_{i}^{n},
\]

\[
\tilde{c}_{i}^{n+1,*} = -\sin(\Delta \Theta_{a_i}^{n+1,*}) b_{i}^{n} + \cos(\Delta \Theta_{a_i}^{n+1,*}) c_{i}^{n}.
\]

The tilde notation denotes the initial estimates of the coordinate axes after the rotation step alone. A further modification (described in the following) of the local coordinate axes is associated with the translation step because of the constraint that the beads rotate only about the \( a_i \) axes.

The initial estimate of the position coordinates is given by

\[
r_{n+1,*} = r_{n} + L[\Lambda^{-1}(I - e^{-\Lambda \Delta t})] L^T v_{n} + \Lambda \Lambda^{-1}[\Lambda \Delta t - \Lambda^{-1}(I - e^{-\Lambda \Delta t})] L^T (g_{s}^{n} + g_{n}^{n}), \tag{19}
\]

where

\[
g_{s}^{n} = - M^{-1} \nabla E(r_{n}) \tag{20}
\]

is the systematic acceleration acting on the \( r_{n} \) configuration, and \( g_{n}^{n} \) is the random acceleration due to the force \( f_{n} \).

To enforce the constraint that the beads are free to rotate only about the \( a_i \) axes, we recompute the local coordinate systems of the particles after the position vector, \( r_{n+1,*} \), has been calculated. Namely, we update \( a_i \) so that it remains tangent to the DNA segment:

\[
a_{i}^{n+1,*} = (r_{n+1,*} - r_{n,*}) / \| (r_{n+1,*} - r_{n,*}) \|. \tag{21}
\]

We define \( \delta a_{i}^{n+1,*} = a_{i}^{n+1,*} - a_{i}^{n+1,*} \) and then \( b_{i}^{n+1,*} = b_{i}^{n} + \delta a_{i}^{n+1,*} \). Then \( b_{i}^{n+1,*} \) is determined as the component of \( b_{i}^{n+1,*} \) perpendicular to \( a_{i}^{n+1,*} \):

\[
b_{i}^{n+1,*} = b_{i}^{n+1,*} - (b_{i}^{n+1,*} \cdot a_{i}^{n+1,*}) a_{i}^{n+1,*}. \tag{22}
\]

Finally, \( c_{i}^{n+1,*} \) can be calculated from the cross product:

\[
c_{i}^{n+1,*} = a_{i}^{n+1,*} \times b_{i}^{n+1,*}. \tag{23}
\]

Then using the first-order coordinates, we calculate an estimate of the systematic acceleration, \( g_{s}^{n+1,*} \), and torques, \( \tau_{s}^{n+1,*} \), acting on the system at the \((n+1)\)th time step.
The final update of angular velocity and position is obtained by averaging the systematic acceleration acting over the time interval:

$$
\Omega_{a_i}^{n+1} = \Omega_{a_i}^n e^{-(\xi_{a_i}/m_a)\Delta t} + \frac{1}{\xi_{a_i}} \left[ 1 - e^{-(\xi_{a_i}/m_a)\Delta t} \right] \times \left[ \frac{1}{2} (\tau_{r,a_i} + \tau_{n+1,a_i}) + \tau_{n,a_i} \right],
$$

(25)

$$
\Delta \Theta_{a_i}^n = \frac{m_{a_i}}{\xi_{a_i}} \left[ 1 - e^{-(\xi_{a_i}/m_a)\Delta t} \right] \Omega_{a_i}^n
+ \frac{1}{\xi_{a_i}} \left[ \frac{\Delta t}{\Delta t} \frac{m_{a_i}}{\xi_{a_i}} \right] \left[ 1 - e^{-(\xi_{a_i}/m_a)\Delta t} \right] \times \left[ \frac{1}{2} (\tau_{r,a_i} + \tau_{n+1,a_i}) + \tau_{n,a_i} \right].
$$

(26)

$$
\alpha_{i}^{n+1} = a_{i}^{n},
\beta_{i}^{n+1} = \cos(\Delta \Theta_{a_i}^n) b_{i}^{n} + \sin(\Delta \Theta_{a_i}^n) c_{i}^{n},
\gamma_{i}^{n+1} = -\sin(\Delta \Theta_{a_i}^n) b_{i}^{n} + \cos(\Delta \Theta_{a_i}^n) c_{i}^{n}.
$$

(27)

We then make the update of velocity and position by approximating the systematic acceleration acting over the time interval to be the average of $g_r^n$ and $g_s^n$:

$$
v_{n+1} = v_{n} e^{-\Delta t} \Lambda T v_{n} + \Lambda A^{-1}(I - e^{-\Delta t})
\times \Lambda T \left[ \frac{1}{2} (g_r^n + g_s^n + g_r^{n+1,*}) + g_s^n \right],
$$

(28)

$$
\Delta \Theta_{a_i}^n = \frac{1}{\xi_{a_i}} \left[ \frac{\tau_{r,a_i}}{\Delta t} \Delta t + \frac{m_{a_i}}{\xi_{a_i}} \left( \tau_{r,a_i} - \tau_{s,a_i} \right) \right]
+ \Delta \Theta_{r,a_i}^n + \frac{m_{a_i}}{\xi_{a_i}} \Delta \Theta_{r,a_i}^n / \Delta t,
$$

(34)

$$
r_{n+1} = r_{n} + \frac{D}{k_B T} \left[ f_{s}^{n+1} \Delta t + \frac{m D}{k_B T} (f_{s}^{n-1} - f_{s}^{n}) \right]
+ R_{n} + \frac{m D}{k_B T} (R_{n-1} - R_{n}) / \Delta t.
$$

(29)

Finally, the calculation of the local coordinate axes, $\{a_{i}^{n+1}, b_{i}^{n+1}, c_{i}^{n+1}\}$ proceeds according to Eqs. (21)–(24).

2. IBD

Both the IBD and the BD algorithms are expressed in terms of the diffusion matrix $D$ and do not require an eigenmode decomposition of $D$. If we define the random displacement, $R_{n}$, to be the displacement associated with the random force applied at the $n$th time step, we can express the IBD algorithm as

$$
\Delta \Theta_{a_i}^n = \frac{1}{\xi_{a_i}} \left[ \frac{\tau_{r,a_i}}{\Delta t} \Delta t + \frac{m_{a_i}}{\xi_{a_i}} \left( \tau_{r,a_i} - \tau_{s,a_i} \right) \right]
+ \Delta \Theta_{r,a_i}^n + \frac{m_{a_i}}{\xi_{a_i}} \Delta \Theta_{r,a_i}^n / \Delta t,
$$

(30)

$$
r_{n+1} = r_{n} + \frac{D}{k_B T} \left[ f_{s}^{n+1} \Delta t + \frac{m D}{k_B T} (f_{s}^{n-1} - f_{s}^{n}) \right]
+ R_{n} + \frac{m D}{k_B T} (R_{n-1} - R_{n}) / \Delta t,
$$

(31)

where $f_{s}^{n}$ is the system force acting at the $n$th time step. The random displacements are correlated according to

$$
\langle (R_{n}) \cdot (R_{n})^T \rangle = 2 \Delta t \delta_{mn} D.
$$

(31)

This is the familiar random displacement used in the standard BD algorithm. The random displacements can be calculated from:

$$
R_{n} = \bar{L} p,
$$

(32)

where $\bar{L}$ comes from the Cholesky factorization, $2 \Delta t D = \bar{L} \bar{L}^T$, and again, $p$ is a vector of uncorrelated random numbers chosen from a Gaussian distribution with zero mean and unit variance. The random angular displacements are chosen from Gaussian distribution with variance given by

$$
\langle (\Delta \Theta_{r,a_i}^n)^2 \rangle = \frac{2 k_B T \Delta t}{\xi_{a_i}}.
$$

(33)

IBD implementation for DNA model. Analogous to the LTID implementation, a second-order estimate of the systematic force is used to update the position at each time step. An initial estimate of the position and rotations is made according to

$$
\Delta \Theta_{a_i}^n = \frac{1}{\xi_{a_i}} \left[ \frac{\tau_{r,a_i}}{\Delta t} \Delta t + \frac{m_{a_i}}{\xi_{a_i}} \left( \tau_{r,a_i} - \tau_{s,a_i} \right) \right]
+ \Delta \Theta_{r,a_i}^n + \frac{m_{a_i}}{\xi_{a_i}} \Delta \Theta_{r,a_i}^n / \Delta t,
$$

(34)

$$
r_{n+1} = r_{n} + \frac{D}{k_B T} \left[ f_{s}^{n+1} \Delta t + \frac{m D}{k_B T} (f_{s}^{n-1} - f_{s}^{n}) \right]
+ R_{n} + \frac{m D}{k_B T} (R_{n-1} - R_{n}) / \Delta t.
$$

The calculation of the local coordinate systems, $\{a_{i}^{n+1,*}, b_{i}^{n+1,*}, c_{i}^{n+1,*}\}$, proceeds according to Eqs. (18) and (21)–(24). Using the coordinates, $r_{n+1,*}$ and $\{a_{i}^{n+1,*}, b_{i}^{n+1,*}, c_{i}^{n+1,*}\}$, we calculate estimates of the systematic forces, $f_{s}^{n+1,*}$, and torques, $\tau_{s,a_i}^{n+1,*}$, acting at the $(n+1)$th time step. The final estimate of the rotations and position is made according to

$$
\Delta \Theta_{a_i}^n = \frac{1}{\xi_{a_i}} \left[ \frac{\tau_{r,a_i}}{\Delta t} \Delta t + \frac{m_{a_i}}{\xi_{a_i}} \left( \tau_{r,a_i} - \tau_{s,a_i} \right) \right]
+ \Delta \Theta_{r,a_i}^n + \frac{m_{a_i}}{\xi_{a_i}} \Delta \Theta_{r,a_i}^n / \Delta t,
$$

(35)

$$
r_{n+1} = r_{n} + \frac{D}{k_B T} \left[ f_{s}^{n+1,*} \Delta t + \frac{m D}{k_B T} (f_{s}^{n-1} - f_{s}^{n}) \right]
+ R_{n} + \frac{m D}{k_B T} (R_{n-1} - R_{n}) / \Delta t.
$$

Finally, the update of the local coordinate axes again proceeds according to Eqs. (18) and (21)–(24).
3. BD

The BD algorithm is implemented in a manner similar to the IBD algorithm:

$$\Delta \Theta_{\alpha_i} = \frac{1}{\xi_{\alpha_i}} \int_{\xi_{\alpha_i}} \Delta t + \Delta \Theta_{r, \alpha_i}^{(n)} ,$$

$$r^{n+1} = r^n + \frac{D}{k_B T} \left( f_s^{n} + f_s^{n+1} \right) \Delta t + R^n ,$$

where the \( R^n \) and the \( \Delta \Theta_{r, \alpha_i}^{(n)} \) are chosen as above for IBD. As before, the local coordinate axes, \( \{ a_1^{n+1, \ast} , b_1^{n+1, \ast} , c_1^{n+1, \ast} \} \), are updated according to Eqs. (18) and (21)–(24). The final update is given by

$$\Delta \Theta_{\alpha_i}^{n+1} = \frac{1}{2 \xi_{\alpha_i}} \int_{\xi_{\alpha_i}} \Delta t + \Delta \Theta_{r, \alpha_i}^{(n)} ,$$

$$r^{n+1} = r^n + \frac{D}{2 k_B T} \left( f_s^{n} + f_s^{n+1} \right) \Delta t + R^n .$$

III. RESULTS

In the simulations discussed in the following below we study closed DNA loops with with the physiological superhelical density of \( \sigma = -0.06 \), represented using one hydrodynamic bead (or equivalently one DNA segment) per 12 bp. Our smallest system (600-bp, 50 segments, \( L = 200 \) nm) can adopt a superhelical form, but is also sufficiently small to make the generation of hundreds of trajectories on a workstation computationally feasible. For all the simulations considered here, the monovalent salt concentration is set at 0.04 M. All computations are performed on a 195 MHz/MIPS R10000 processor of a SGI Power Challenge computer. The eigenvalue decomposition was performed using the RS module from the EISPACK package.

To study the behavior of the model system in equilibrium, we generated several trajectories, each of length 1 ms, for each algorithm. In computing long trajectories, the hydrodynamic matrix (either the friction matrix or the diffusion matrix, depending on the algorithm) was not updated at every time step. Jian, Volodetskii, and Schlick\(^\text{10}\) find that it is possible to accurately reproduce equilibrium and dynamic properties while updating the diffusion matrix every 6 ns. We have reduced this value to 1 ns for all simulations reported here.

A. Computational performance

Table I reports the percentage of relative computational time that each algorithm devotes to calculations involving hydrodynamics (including the evaluation of the hydrodynamic matrix and its decomposition), interparticle forces, and all other steps in the update procedure. Because the hydrodynamic matrix is updated at a fixed simulation time interval, a greater proportion of CPU time is dedicated to the decomposition of this matrix as the time step is increased. Using \( \Delta t = 100 \) ps, we see that the LTID algorithm devotes about 39% of CPU time to performing the eigenmode decomposition. Another 50% of the CPU time is spent in the calculation of the matrices involved in the position and velocity update Eqs. (28) and (29). For this case, only 1% of CPU time is dedicated to the calculation of interparticle forces. At the smaller time step, \( \Delta t = 10 \) ps, a greater proportion of CPU time (4%) is devoted to the calculation of forces, and the hydrodynamics calculations reduce to 23% of total CPU time.

The IBD algorithm at \( \Delta t = 100 \) ps dedicates 27% of its CPU time to the calculation and decomposition of the diffusion matrix, and nearly 70% of its CPU time to the matrix multiplications in the position update equation. Force calculations make up about 7% of total CPU time. BD involves a less complicated update step, with fewer matrix multiplications. Therefore BD spends a greater proportion of its CPU time (45%) on the Cholesky factorization of \( D \) compared to IBD.

Table II reports the computational time involved in generating a 1 ms trajectory for the various algorithms. For each time step (10 and 100 ps), we see that BD requires the least computation and LTID the most. Note that for 10 ps time steps the CPU time associated with all methods is roughly of the same order of magnitude. However BD and IBD enjoy a speedup factor averaging 8 when the time step is increased to 100 ps, while the speedup for LTID is less than a factor of 2. This difference is due to the hydrodynamics update step, which is more costly for LTID than for either of the other algorithms. For a given trajectory length, hydrodynamic updates consume a fixed amount of CPU time, regardless of the time step.

![Table I](https://example.com/table1.png)

**Table I.** The distribution of CPU time for the three algorithms among hydrodynamic calculations (matrix evaluation and decomposition), interparticle force evaluation, and all other work (including matrix updates for LTID) as determined for a 50-bead (600 bp) system. The hydrodynamics calculations involve a Cholesky factorization for BD and IBD, and an eigen decomposition for LTID.

<table>
<thead>
<tr>
<th>Method</th>
<th>( \Delta t ) (ps)</th>
<th>CPU (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BD</td>
<td>10</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>10.9</td>
</tr>
<tr>
<td>IBD</td>
<td>10</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>19.2</td>
</tr>
<tr>
<td>LTID</td>
<td>10</td>
<td>198</td>
</tr>
</tbody>
</table>
In Fig. 1 we plot the computational time associated with generating a 1 ms trajectory as a function of system size, $N$, the number of beads. Computations are performed on a 195 MHz/MIPS R10000 processor of an SGI Power Challenge computer.

In Fig. 1 we plot the computational time associated with generating a 1 ms trajectory as a function of system size, $N$ (number of beads), for each algorithm using $\Delta t = 100$ ps. For large $N$, LTID is more than an order of magnitude more expensive than either BD or IBD. As expected, CPU time grows as $N^3$ in the limit of large $N$. We also see that IBD is roughly twice as costly as BD.

### B. Eigenvalue spectrum

The derivation of the IBD and BD algorithms depends on the assumption that both the numerical time step and the physical time scale of the system (e.g., for configurational evolution) are large compared to the time scale of the frictional decay of the inertial modes. To examine this assumption, we calculated the eigen decomposition of the friction matrix for a 600-bp system. This decomposition allows us to visualize the eigenmodes associated with an equilibrium structure.

For a 600-bp ($N=50$) system, $M^{-1}Z$ is a $150 \times 150$ matrix, and has 150 independent eigenvalues, $\{\lambda_i\}$. The distribution of time constants, $\{\tau_i\} = \{\lambda_i^{-1}\}$, for a typical supercoil configuration is plotted in Fig. 2. Notice that most of the frictional modes (138 out of 150) have time constants less than 1 ps. In Fig. 3 we show the supercoil configuration and the eigenvectors associated with the eight largest time constants. The three largest relaxation times correspond to approximately rigid translational modes; the next three largest time constants correspond to motions that are mainly rotational. Unlike zero-frequency normal modes associated with a Hamiltonian system, the rigid-body modes of the friction tensor have finite eigenvalues, corresponding to the frictional decay times associated with these motions. More complex internal motions decay more rapidly and the associated time constants are all less than 1.5 ps. For the dynamics calculations presented in the following sections we use time steps of 10 and 100 ps. For $\Delta t = 10$ ps, the product $\lambda_i \Delta t$ is greater than 3 for the rigid body modes and greater than 6 for the internal motion modes.

### C. Slithering motion

Aside from being the basis of the LTID propagation scheme, the eigenmode decomposition allows us to explore...
internal "slithering," or a bidirectional conveyor-belt-like reptational motion in supercoiled DNA. We define slithering in our model as the concerted motion of the DNA beads in the direction of the helical axis. For the \( i \)th bead we calculate the slithering direction as \( s_i = r_{i+1} - r_{i-1} \), and define \( s \in \mathbb{R}^{3N} \) as the collective slithering mode for the \( N \) particles. This slithering mode is shown in the top panel of Fig. 4 for a DNA system of 1500 bp.

Denoting the eigenvectors contained in the matrix \( L \) (see Sec. II C 1) as \( l_j \), we decompose \( s \) using the linear combination

\[
s = \sum_{j=1}^{3N} b_j l_j ,
\]

where the scalars \( \{b_j\} \) are computed from the inner products

\[
b_j = s l_j .
\]

The coefficients \( \{b_j\} \) are sorted according to descending absolute value, and their relative magnitudes are plotted in the top panel of Fig. 5, with the first ten values highlighted in the inset. The lower panel of Fig. 5 shows the time constants \( \{\tau_j\} \) for the eigenmodes associated with each \( \{b_j\} \) are plotted. The insets show the magnitudes and the time constants for the first ten modes.

For example, the motion described by \( s_3 \) is shown in the lower panel of Fig. 4. From Fig. 5 we see that these modes have approximately equal time constants of about 1.5 ps.

Therefore slithering motion decays with a time constant, \( \tau_s \), of about 1.5 ps. Using this value with the relation \( D_s = k_B T \tau_s / Nm \) (where \( m \) is the bead mass) we can calculate an effective slithering diffusion coefficient: \( D_s \approx 2 \times 10^{-3} \text{cm}^2/\text{s} \). From this estimate we can calculate the time required to slither a given distance. For example, slithering a distance of 500 nm (the length of the DNA contour for a system of 1500 bp) would require an average time of \((500\text{nm})^2/2D_s\), or about 60 ms. Since the time for reptation scales approximately as the cube of the size of the polymer, we expect a 10 kbp plasmid to have a reptational turnover time of about 17 s. For the same size plasmid, Marko estimates a reptation time of 7 s. This reptation time is characteristic of the time required for linearly distant sites along the DNA contour to be brought into close proximity by pure slithering motion. Realistic motions of plasmids—involving local slithering combined with the creation, deletion, and sliding of branches—results in mean juxtaposition times that scale approximately as the square of the size of the plasmid.

D. Translational diffusion coefficients

We calculated the translational diffusion coefficients, \( D_t \), from the dynamics trajectories based on each of the three algorithms for several different sizes of DNA supercoils. Diffusion coefficients were estimated from the trajectories of the mean square displacements of the center of mass. The center of mass was calculated from...
TABLE III. Translational diffusion coefficients obtained by BD, IBD, and LTID for supercoiled DNA of various sizes.

<table>
<thead>
<tr>
<th>DNA size (bp)</th>
<th>BD</th>
<th>IBD</th>
<th>LTID</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>12.03±0.11</td>
<td>11.97±0.11</td>
<td>12.05±0.11</td>
</tr>
<tr>
<td>900</td>
<td>9.15±0.09</td>
<td>9.18±0.09</td>
<td>9.09±0.08</td>
</tr>
<tr>
<td>1200</td>
<td>7.76±0.06</td>
<td>7.74±0.07</td>
<td>7.72±0.07</td>
</tr>
</tbody>
</table>

\[
r_{c.m.}^p = \frac{1}{N} \sum_{i=1}^{N} r_{c.m.}^p,
\]

and \( D \) was estimated from

\[
D = \frac{N_s \Delta t}{t_s} \sum_{j=1}^{N_s} \left( \frac{\| r_{c.m.}^j - r_{c.m.}^{j-1} \|^2}{6N_s \Delta t} \right),
\]

where \( t_s \) is the total trajectory length, and \( N_s \) is the number of time steps between calculations of mean square displacement. A simulation extending to \( t_s = 1 \) µs was used, and \( N_s \) was set to 1000 steps. For each estimate, five trajectories were simulated to ensure convergence and improve statistics.

Table III reports \( D \) for DNA systems of 600, 900, and 1200 bp calculated based on BD, IBD, and LTID. For each algorithm a time step of 100 ps was used. The estimates based on the different algorithms closely agree.

E. Equilibrium distributions

Plotted in the upper panel of Fig. 6 are the probability distributions of \( \text{Wr} \) and \( R_g \) for the LTID algorithm based on two different time steps for several 1 ms trajectories of the 600-bp system. For each time step a total of ten runs of 1 ms each were used to deduce the distributions. The triangles represent the distributions calculated using a time step of 100 ps, while the circles represent the distributions calculated using a time step of 100 ps. The canonical distributions of these quantities calculated using Monte Carlo (MC) methods as outlined recently in Ref. 23 are also plotted for comparison. We see that the LTID algorithm, using either time step, generates probability distributions that agree well with the MC distributions.

The equilibrium distributions of \( \text{Wr} \) and \( R_g \) computed from the ten IBD trajectories of length 1 ms for both time steps (middle panel, Fig. 6) agree with the MC distributions for trajectories computed using \( \Delta t = 100 \). However, the \( R_g \) distributions computed using \( \Delta t = 10 \) ps do not match the expected equilibrium distribution predicted by MC. This is because the IBD approximation is valid for time steps that are large compared to the inertial relaxation times. A time step of \( \Delta t = 100 \) is large enough so that \( e^{-\beta \Delta t} \) is negligibly small for all inertial relaxation times, \( \lambda_i \), and the IBD algorithm samples the same configuration space as LTID and MC. Clearly, the time step \( \Delta t = 10 \) ps is not sufficiently large compared to the inertial relaxation times for the DNA system.

Corresponding results for the BD algorithm (lower panels of Fig. 6) show that the equilibrium probability distributions are correctly predicted. Because the BD scheme reproduces the canonical ensemble in the small-time-step (differential) limit, proper sampling of the configuration space does not degrade at \( \Delta t = 10 \) ps, as for IBD.

F. Equilibrium fluctuations

We next report on the autocorrelation functions of the macroscopic properties \( \text{Wr} \) and \( R_g \) computed from equilibrium trajectories. For each algorithm—LTID, IBD, and BD—using both \( \Delta t = 10 \) and 100 ps, we calculated the autocorrelation functions based on ten trajectories of 1 ms each of a 600-bp supercoiled. For a given property \( A(\tau) \), the autocorrelation function \( C_A(\tau) \) is given by

\[
C_A(\tau) = \frac{\langle [A(\tau) - \langle A(\tau) \rangle] [A(\tau) - \langle A(\tau) \rangle] \rangle}{\langle [A(\tau) - \langle A(\tau) \rangle]^2 \rangle^{1/2}},
\]

where the brackets \( \langle \cdot \rangle \) indicate averages over time.

The average autocorrelation functions from all methods are shown in Fig. 7. We see that the writhe correlation, \( C_{\text{Wr}}(\tau) \), decays much more rapidly than the correlation of the radius of gyration, \( C_{R_g}(\tau) \). The LTID autocorrelation curves (upper panel) at the two time steps are nearly identical, and a further reduction in \( \Delta t \) does not effect either function. The solid curves (LTID, \( \Delta t = 10 \) ps) for both functions thus represent the correlation structure of the inertial system. We use these as a reference for evaluation of the IBD and BD results.

The IBD autocorrelation functions (Fig. 7, middle panel), in contrast, are sensitive to \( \Delta t \). At \( \Delta t = 100 \) ps, the IBD \( \text{Wr} \) and \( R_g \) correlations accurately reproduce the correlation predicted by LTID (solid lines). However, the \( C_{R_g}(\tau) \) memory is greatly exaggerated at \( \Delta t = 10 \) ps. This behavior is expected since we have shown that the configuration space is not properly sampled by IBD with \( \Delta t = 10 \) ps.

The BD results (lower panel of Fig. 7) deviate from the correlation structure predicted by LTID at both time steps and by IBD at \( \Delta t = 100 \) ps. Specifically, the BD autocorrelation functions at the two time steps are nearly identical and do not approach the inertial dynamics curves. The decay in \( R_g \) correlation is significantly slower for BD than for the LTID or IBD.

By fitting the tails of the correlation curves with exponentials we estimate the correlation time constants \( \tau_{\text{Wr}} \) and \( \tau_{R_g} \), for \( \text{Wr} \) and \( R_g \), respectively, for all algorithms for each value of \( \Delta t \). The estimates are presented in Table IV. In the small-time-step limit (\( \Delta t = 10 \) ps), LTID predicts correlation time constants of \( \tau_{\text{Wr}} = 0.81 \) µs and \( \tau_{R_g} = 4.8 \) µs, for \( \text{Wr} \) and \( R_g \), respectively. The IBD algorithm reproduces these inertial correlation times at \( \Delta t = 100 \) ps but not at \( \Delta t = 10 \) ps, as expected. BD underestimates \( \tau_{R_g} \) by 10\%, regardless of the time step. Therefore, IBD can be applied using long time steps competitive with BD, and still accurately approximate the effects of inertia on kinetic processes.

G. Site juxtaposition

We next study fluctuations in the distance between two sites on the DNA chain separated by a fixed contour length \( L_s \). Plotted in Fig. 8 is a trajectory of the distance, \( d(t) \),...
between two beads (beads number 10 and 35; \( L_s = 300 \) bp) in a 600-bp system from an IBD simulation using \( \Delta t = 100 \) ps. The distance between bead centers fluctuates between about 10 and 80 nm; the lower value corresponds to a typical definition of close approach, or "juxtaposition." The fluctuations tend to occur over a time scale on the order of tens to hundreds of microseconds. Also shown in Fig. 8 are the DNA configurations at four representative points along the trajectory, with the positions of beads 10 and 35 indicated by green spheres.

We define the juxtaposition time \( \tau_j \) for two sites along the DNA contour as the time it takes for the distance between them to fall below a threshold \( d_0 \). Thus, given some starting configuration, the juxtaposition time is the smallest positive value of \( t \) for which \( d(t) < d_0 \). To obtain the equilibrium mean \( \langle \tau_j \rangle \), we computed several trajectories from different equilibrium starting configurations until all pairs of beads separated by \( L_s \) bp had achieved juxtaposition.

For example, for a 1200-bp plasmid (modeled using 100 beads) we measured the time of first juxtaposition for all pairs of sites separated by the fixed contour length of \( L_s = 300 \) bp, or a contour separation of 25 beads. That is, given a starting configuration, we continued a trajectory until all 100 pairs of beads juxtaposed as defined by \( d_0 = 10 \) nm; each such juxtaposition gives a single measure of \( \tau_j \) from one trajectory. To improve statistics, multiple trajectories were run, as follows. We ran 20 BD trajectories, yielding a total of 2000 measures of \( \tau_j \) and an average juxtaposition time \( \langle \tau_j \rangle = 0.343 \) ms. Using the identical 20 starting configurations and 20 random seeds, we simulated the juxtaposition trajectories using IBD; an average juxtaposition time of 0.330 ms was obtained. A statistical analysis showed that the
difference between these means is significant (Student’s t-test, \( p < 0.05 \)): juxtaposition occurs more rapidly, on average, in the inertial 1200-bp system than in the massless 1200-bp system.

Using a critical distance of \( d_0 = 10 \) nm, we also computed the mean juxtaposition times for contour lengths of 180, 240, and 300 bp along a 600-bp plasmid (Table V). The differences in estimated \( \langle \tau_J \rangle \) between the two algorithms are not statistically significant for this much smaller system, and the dependence of \( \langle \tau_J \rangle \) upon \( L_s \) is weak, as also deduced by Jian, Schlick, and Vologodskii.\(^8\) Table V also reports estimates of \( \langle \tau_J \rangle \) for larger (900-, 1200-, and 1500-bp) plasmids with a site separation of 300 bp, and Fig. 9 displays \( \langle \tau_J \rangle \) versus plasmid size (vertical bars indicate standard error). A statistically significant \( (p < 0.05) \) difference between the means is indicated by an asterisk.

Interestingly, for 1200- and 1500-bp plasmids the difference between BD and IBD predictions of \( \langle \tau_J \rangle \) is non-negligible and significant. Intermolecular juxtaposition tends to occur more rapidly in the inertial system than in the massless system. The difference in \( \langle \tau_J \rangle \) between the inertial and noninertial case increases from 6% for a 1200-bp plasmid to 8% for a 1500-bp plasmid. For reference, also shown in the figure are juxtaposition times from Huang, Vologodskii, and

<table>
<thead>
<tr>
<th>Method</th>
<th>( \Delta t ) (ps)</th>
<th>( \tau_{W_r} ) (( \mu s ))</th>
<th>( \tau_{R_g} ) (( \mu s ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>BD</td>
<td>10</td>
<td>0.77</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.80</td>
<td>4.3</td>
</tr>
<tr>
<td>IBD</td>
<td>10</td>
<td>0.78</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.81</td>
<td>4.8</td>
</tr>
<tr>
<td>LTID</td>
<td>10</td>
<td>0.81</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.81</td>
<td>4.8</td>
</tr>
</tbody>
</table>

FIG. 7. Autocorrelation functions for LTID, IBD, and BD for \( W_r \) and \( R_g \) as calculated using time steps of 10 and 100 ps for a 600-bp system.
Schlick (HVS)\(^9\) for the same system using BD with the same parameter values. Though the two BD programs are different, the agreement of the data of HVS data with our BD data is excellent. Also shown are data from Jian, Schlick, and Vologodskii,\(^8\) which were obtained using a different parameter set. Namely, we use the salt concentration of \(C_s = 40\) mM and a torsional rigidity constant \(C = 3 \times 10^{-12}\) erg nm, while they use \(C_s = 10\) mM and \(C = 2 \times 10^{-12}\) erg nm. As either \(C_s\) or \(C\) is increased, the DNA adopts a more interwound structure and juxtaposition times are reduced.

### H. Folding dynamics

To determine whether the BD approximation influences kinetics of nonequilibrium processes in addition to equilibrium behavior, we examined the folding of DNA from a planar torsionally stressed circle into a relaxed supercoil. Previous studies have examined this relaxation process by Langevin dynamics\(^24\) and Brownian dynamics,\(^12,25\) based on a limited number of trajectories. Here we computed ensembles of several hundred folding trajectories for LTID, IBD, and BD to elucidate statistical differences between the behavior predicted by these algorithms.

Snapshots from a typical folding trajectory (computed using LTID with \(\Delta t = 10\) ps) are shown in Fig. 10 for a 600 bp DNA. The starting configuration is a planar circle with \(W_r = 0\) and \(R_g = 31.83\) nm (equal to the radius of the circle). This configuration is not present in the equilibrium ensemble because these values of \(W_r\) and \(R_g\) do not occur in the equilibrium distributions.\(^1\) As the supercoil relaxes, values appropriate for the equilibrium ensemble are obtained within 4 \(\mu\)s.

This single trajectory only represents one possible folding pathway. The relaxation time scale must be evaluated from a statistical ensemble. We therefore calculated 500 such trajectories from LTID and IBD and 1000 from BD using the

### TABLE V. Mean juxtaposition times for various separation contour lengths \(L_s\) (see the text) along plasmids ranging in size from 600 to 1500 bp, as computed by BD and IBD. Where statistically significant, the relative difference between the mean times is reported in the rightmost column. See also Fig. 9.

<table>
<thead>
<tr>
<th>DNA size (bp)</th>
<th>(L_s) (bp)</th>
<th>(\langle r_J \rangle) ((\mu)s) (BD)</th>
<th>(\langle r_J \rangle) ((\mu)s) (IBD)</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>180</td>
<td>88.2 ± 3.8</td>
<td>88.6 ± 3.9</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>88.7 ± 3.8</td>
<td>88.1 ± 3.8</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>93.0 ± 5.5</td>
<td>93.2 ± 5.6</td>
<td>–</td>
</tr>
<tr>
<td>900</td>
<td>300</td>
<td>237.6 ± 7.2</td>
<td>230.4 ± 6.9</td>
<td>–</td>
</tr>
<tr>
<td>1200</td>
<td>300</td>
<td>343.0 ± 7.7</td>
<td>324.9 ± 7.6</td>
<td>6</td>
</tr>
<tr>
<td>1500</td>
<td>300</td>
<td>430.5 ± 9.1</td>
<td>399.8 ± 8.8</td>
<td>8</td>
</tr>
</tbody>
</table>

FIG. 9. Mean times of juxtaposition of two sites separated by 300 bp in a 600-bp DNA minicircle is plotted vs time for an IBD trajectory using \(\Delta t = 100\) ps. Also shown are the DNA configurations at four representative points in the trajectory, with the position of the selected sites indicated by green spheres.

FIG. 8. (Color) The distance, \(d\), between two selected sites separated by 300 bp in a 600-bp DNA minicircle is plotted vs time for an IBD trajectory using \(\Delta t = 100\) ps. Also shown are the DNA configurations at four representative points in the trajectory, with the position of the selected sites indicated by green spheres.
same starting configuration, but different random seeds (for the random force). Figure 11 shows \( W_r \) (left) and \( R_g \) (right) as functions of time (black lines) for ten of these trajectories. For BD and IBD we used \( \Delta t = 100 \) ps and for LTID we used \( \Delta t = 10 \) ps.

The means over each total ensemble of trajectories are plotted Fig. 11 as solid red lines. The means plus and minus one standard deviation are plotted as dashed red lines; and the equilibrium means of \( W_r \) and \( R_g \) are indicated by horizontal black lines.

We find that the mean \( W_r \) of the LTID ensemble of trajectories relaxes to the equilibrium mean in about 6 \( \mu s \). This time scale is substantially longer than the time scale of equilibrium fluctuations in \( W_r \) (see Table I).

The radius of gyration, on the other hand, takes even longer to decay. Between 3 and 20 \( \mu s \), the mean curve undershoots the equilibrium mean, indicating an ensemble of structures that are, on average, more compact than in equilibrium. Only after 20 \( \mu s \) does the ensemble mean of \( R_g \) reach equilibrium. Again, the relaxation time is longer than the correlation times reported in Table I.

The mean curves for IBD (based on 500 trajectories) behave similarly to the mean relaxation curves obtained from LTID. \( W_r \) relaxes to the equilibrium distribution in less than 10 \( \mu s \); while mean \( R_g \) undershoots the equilibrium mean for most of the 20 \( \mu s \). The BD \( W_r \) and \( R_g \) evolution and corresponding ensemble means are qualitatively similar to those generated by LTID and IBD.

Minor quantitative differences become apparent when the mean curves for all of the algorithms are plotted together in Fig. 12. Here, \( W_r \) and \( R_g \) are plotted as the ensemble mean trajectory minus the equilibrium mean. The ensembles from the different algorithms follow similar folding trajectories. The ensemble mean \( W_r \) relaxation curves are indistinguishable between the Brownian and Langevin descriptions, and only small differences are apparent in the \( R_g \) relaxations. Therefore, the differences between the LTID, IBD, and BD trajectories are not significant in the finite ensembles computed here.

**IV. DISCUSSION**

We have shown that biologically important motions of supercoiled DNA plasmids as governed by Langevin dynam-
FIG. 11. (Color) Ensemble relaxation trajectories for $W_r$ and $R_g$ calculated using LTID (500 trajectories; $\Delta t = 10$ ps), IBD (500 trajectories; $\Delta t = 100$ ps), and BD (1000 trajectories; $\Delta t = 100$ ps) for a 600-bp plasmid. In each plot, the thin black curves denote data from the ten arbitrarily selected trajectories. Solid red lines indicate the ensemble mean over the entire collection of trajectories; dashed red lines indicate the mean plus/minus one standard deviation. Equilibrium means are indicated by horizontal black lines.
ics depend on inertial effects which are ignored by the usual BD approach. A cursory inspection of this result may lead to an apparent contradiction. That is, if the polymer has inertial properties, should not the viscous solvent as well? If this were so, our use of the configuration-dependent friction tensor would be inappropriate since it is derived under the assumption of Stokes flow. However, it is well known that the motion of DNA systems take place at very low Reynolds numbers where the Stokes approximation is valid. However, that the fluid equations reduce to a noninertial form does not imply that the equation for polymer dynamics necessarily will. The amount of effective damping in the Langevin equation determines whether or not the Brownian approximation is accurate. As we discuss in the companion paper, the level of effective damping depends not only on the inertial relaxation times (which depend only on the masses of the particles and the friction tensor), but also on the potential energy function of the polymer, which is independent of the equations that govern the motions of the solvating fluid.

Our new algorithms, LTID and IBD, allow us to calculate long-time dynamic trajectories of elastic models of supercoiled DNA. These methods are similar to the BD algorithm of Ermak and McCammon and variations thereof in that they allow relatively long time steps in computing the motions of a macromolecule governed by the Langevin equation with hydrodynamics. In LTID and IBD, as well as in the BD formulation, the motions of the particles are coupled through the potential energy function, which governs the interparticle forces, and also through the action of a configuration-dependent hydrodynamic interaction tensor. In contrast to BD, LTID and IBD have been developed without assuming that the dynamical system is fully damped, or noninertial.

The relative importance of inertia clearly depends upon the property under investigation. Figure 6 shows that LTID, IBD, BD, and MC all sample the same equilibrium distributions, providing convincing evidence that our new inertial algorithms produce valid results. While we expect the standard Brownian description to be poor when fluctuations in interparticle forces occur over a time scale that is similar to (or faster than) the momentum relaxation times, the effects of inertia on the behavior of our DNA model are not revealed when the equilibrium distributions predicted by the various algorithms are compared (Fig. 6). Nor are the ensemble average folding trajectories of the 600-bp plasmid strongly mass dependent (Fig. 12). Configurational transition rates in equilibrium, however, are sensitive to mass. For fluctuations around equilibrium conformations, differences in the writhe number and radius of gyration autocorrelation function are noted for the various algorithms (Fig. 7). Namely, the autocorrelation decay of \( R_g \) is faster for the noninertial (BD) case than for the inertial (LTID, IBD) cases, with \( \tau_{R_g} \) about 0.5 \( \mu s \) (10%) smaller for BD trajectories than for LTID trajectories. Thus, high-frequency noise is overexaggerated in the BD case compared to IBD, leading to a faster decay of \( R_g \) memory.

Unfortunately, LTID cannot compete with BD in terms of efficiency. For \( \Delta t = 100 \) ps, LTID requires an order of magnitude more CPU time than BD to compute a trajectory of a fixed length for our 600-bp system (Table II). For larger systems, LTID requires about 15 times the computational time than BD (see Fig. 1). Investigations of the rate of site juxtaposition require the calculation of several trajectories of millisecond length, which are not be feasible using LTID.

On the other hand, the IBD algorithm, derived based on a discretization of the Langevin equation or equivalently from a singular perturbation of the Langevin equation (see the companion paper\(^3\)), is much cheaper than LTID since IBD captures the inertial effects in a single mass-dependent term (proportional to the time derivative of the systematic force) in the position update equation. Thus IBD, an alternative to the standard BD scheme, can be used to study dynamics on time scales competitive with BD. The decision to treat dynamics as noninertial need not, therefore, be imposed by limitations on computational resources. Instead, the determination of whether to include mass can be made based on physical reasoning. Indeed, using IBD, we have been able to generate trajectories of relatively large systems (up to 1500 bp) over time scales of several milliseconds.

From these long trajectories we find that, for small (600 bp) DNA, neglecting inertia has little effect on the speed of the fluctuations in intermolecular distances (Table V); but in
larger systems the effects of mass are apparent in the juxtaposition times (Table V, Fig. 9). Simulating a 1200-bp plasmid using IBD results in mean juxtaposition times that are 6% smaller than the mean times predicted by BD. For 1500 bp, this difference increases to 8%. Clearly, inertial effects become more important as the system size is increased and momentum relaxation times increase, and thus the Brownian approximation becomes less accurate. Biological systems of interest can be 10,000 bp and longer.

As is the case for general Langevin integrators, the IBD algorithm works with a time step that is neither too large nor too small. With the large time step $\Delta t = 100$ ps, the IBD algorithm appropriately samples the configuration space and reproduces the correlation structure of $W_r$ and $R_g$ when compared to the behavior of the inertial system. The IBD approximation is not accurate, however, in the small-time-step limit. Just as for the small-time-step behavior of the simple harmonic oscillator presented in the companion paper, IBD fails to sample the canonical ensemble at $\Delta t = 10$ ps (Fig. 6). This behavior can be understood if we note that IBD is derived in the long-time-step limit of the LTID difference equations or as a long-time-step expansion of Langevin dynamics.

In conclusion, for small plasmids, inertia influences the thermal motions of DNA. The effects of inertia are most apparent on the rate of configurational transitions in equilibrium. While the kinetics of equilibrium fluctuations between global configurations (as measured by $W_r$ and $R_g$ fluctuations and by mean intermolecular juxtaposition times) are mass dependent, the mean pathway of relaxation from a perturbed state to equilibrium is not.

Interestingly, the Brownian approximation increases the rate of fluctuations in $R_g$ (a process that occurs on the microsecond time scale) but decreases the rate of intermolecular site juxtaposition (millisecond time scale). As it is difficult to predict a priori the effects of inertia on a given process, IBD is recommended for computing trajectories of overdamped macromolecular systems governed by Langevin dynamics at time steps comparable with those used with BD. Important applications of IBD are calculations involving many trajectories of millisecond length in order to study the kinetics of slowly evolving properties, such as the biologically important intermolecular juxtaposition of linearly distant sites. As we have seen, both for the DNA system and for the simple harmonic oscillator, application of IBD requires the proper calibration of the time step. This can be accomplished by comparison of equilibrium distributions to those generated from some other method such as Monte Carlo and by comparison of dynamic properties to those generated based on LTID.
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