Optimized particle-mesh Ewald/multiple-time step integration for molecular dynamics simulations
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We develop an efficient multiple time step (MTS) force splitting scheme for biological applications in
the AMBER program in the context of the particle-mesh Ewald (PME) algorithm. Our method
applies a symmetric Trotter factorization of the Liouville operator based on the position-Verlet
scheme to Newtonian and Langevin dynamics. Following a brief review of the MTS and PME
algorithms, we discuss performance speedup and the force balancing involved to maximize
accuracy, maintain long-time stability, and accelerate computational times. Compared to prior MTS
efforts in the context of the AMBER program, advances are possible by optimizing PME parameters
for MTS applications and by using the position-Verlet, rather than velocity-Verlet, scheme for the
inner loop. Moreover, ideas from the Langevin/MTS algorithm LN are applied to Newtonian
formulations here. The algorithm’s performance is optimized and tested on water, solvated DNA,
and solvated protein systems. We find CPU speedup ratios of over 3 for Newtonian formulations
when compared to a 1 fs single-step Verlet algorithm using outer time steps of 6 fs in a three-class
splitting scheme; accurate conservation of energies is demonstrated over simulations of length
several hundred ps. With modest Langevin forces, we obtain stable trajectories for outer time steps
up to 12 fs and corresponding speedup ratios approaching 5. We end by suggesting that modified
Ewald formulations, using tailored alternatives to the Gaussian screening functions for the
Coulombic terms, may allow larger time steps and thus further speedups for both Newtonian and
Langevin protocols; such developments are reported separately. © 2001 American Institute of
Physics. [DOI: 10.1063/1.1389854]

I. INTRODUCTION

The art of numerical simulation of biomolecular dynamics has made significant progress over the past decade. 1−4
Recent advances in time integration algorithms that utilize
force splitting and multiple time step (MTS) methods enjoy decreased overall computational cost, and efficient evaluations of long-range electrostatic potentials have made possible more accurate biomolecular modeling. 5,6 Still, MTS methods are not uniformly used since single-time step (STS) explicit Verlet integrators are easy to program and implement; 2 the Verlet family has been the method of choice because of its simplicity combined with excellent conservation properties, the latter resulting from the symplectic character. 7 For explicit STS approaches, a time step of 0.5−1 fs is typically used to satisfy both accuracy and stability requirements. Still, Verlet applications on even modest biomolecular systems (around 20 000 atoms) require several weeks of computing time on state-of-the-art workstations to simulate 1 ns; important biomolecular processes occur on much longer time scales. Studies have shown that MTS integrators can be effective at larger time steps for the slower dynamical components while maintaining both accuracy and stability with respect to the fastest time scales. 1,2,8−17

Efforts at decreasing the cost of potential energy and force evaluations per time step have focused on the time consuming (slower) long-range electrostatic component of the force field. Implementation of fast-multipole methods (FMM), 18,19 Ewald summations, 20 and the particle-mesh Ewald (PME) 5,21−25 method have been applied to biomolecular systems. Recent evidence 26,27 indicates that PME has an advantage in computational cost over FMM for simulations over 20 000 atoms, especially on loosely coupled processor architectures. Recent reviews 4,6 discuss the evaluation of electrostatic interactions by abrupt truncation and Ewald summation based methods. The PME or force-shift methods are recommended for long-range electrostatic evaluation; the PME method with a real space cutoff of less than 12 Å is generally considered to be optimal in overall computational time.

Here we present recent results on combining the PME method with force splitting MTS algorithms in the widely used AMBER molecular mechanics and dynamics package. 28,29 We examine several force splitting strategies for the PME formulation and show that a factor of two in computational speedup can be achieved (relative to the non-optimized PME/MTS combination) merely by adjusting the Ewald screening parameter. We also show that modest Langevin forces can enhance numerical stability while maintaining good conservation properties.
Our MTS implementation in AMBER is based on the symmetric Trotter factorization developed extensively in the reference system propagator algorithm, RESPA. This symmetric framework maintains good conservation properties at larger time steps and can be formulated as a symplectic integrator. Nonsymplectic stochastic Langevin integrators have recently been studied within the context of LN-MTS protocol for biomolecular simulations. The use of extrapolation combined with Langevin dynamics succeeds in damping the resonant impulses inherent in the symplectic MTS integrations and allows larger outer time steps, while maintaining stability and conserving energy. The implementation of LN in the CHARMM program has thus far been limited to periodic boundary models with long-range cutoffs. Our optimized MTS/PME AMBER Newtonian protocol offers speedup factors over 3, as compared to a 1 fs time step STS Verlet integration (speedup factors double compared to 0.5 fs STS simulations); accurate conservation of energies is demonstrated for outer step time less than 6 fs. (Long simulations are required to establish stability, since slow heating can take hundreds of picoseconds to become evident). With modest Langevin forces, we report stable outer time steps up to 12 fs and associated speedup ratios approaching 5.

We remark that the first application of MTS-RESPA with Ewald was presented in Procacci et al. and the first MTS-PME work was presented in Ref. 33. Recent studies have incorporated the PME method for electrostatic evaluations into a MTS-RESPA integrator with the Nosé–Hoover chain extended system method for temperature and pressure control. The various MTS force splitting strategies examined in Ref. 34 include the use of switch functions to split the real space sum (also studied in Ref. 36). These results based on 20 ps simulation lengths indicate an 8 fs outer time step barrier; however, the Ewald cut-off values for the direct space summation of 10–12 Å are larger than those we find optimal for MTS protocols (less than 7 Å). The study of Ref. 35 indicated that a 4 fs outer time step was most practical for the RESPA integrator with direct-space cut-off values of 13 Å. Our work differs in its examination of more optimal Ewald force partitioning schemes tailored to MTS. In addition, we apply MTS/PME to a purely Newtonian formulation (i.e., no artificial temperature coupling), as well as to a Langevin model. Significantly, our position–Verlet based MTS scheme, rather than the velocity-Verlet version used in Refs. 34 and 35, is modeled after the LN algorithm and is found to be advantageous with respect to enhanced energy conservation as well as numerical stability (see companion paper for theoretical analysis).

In Sec. II, we begin (Sec. II A) by reviewing the MTS protocol, Ewald summation, and PME algorithms. Algorithms are presented for the position-Verlet and velocity-Verlet versions of the Langevin MTS-PME protocols studied here. Our companion paper provides a theoretical grounding for our empirical observations, illustrating the advantage of position-Verlet over velocity-Verlet for moderate time steps used to resolve the fastest MTS forces; in the large inner-time step limit (i.e., not the more usual limit of the fast time step approaching zero), position-Verlet displays less violent resonant artifacts, which are inherent in impulse-}

MTS splitting. We then discuss in Sec. II B the force fields used in the AMBER software and, in Sec. II C, we elaborate on the PME method and its use in our protocol.

In Sec. III, we present computational results for several systems and discuss optimal force balancing strategies. Our three test cases are a system of 4096 water molecules (12 288 atoms), a solvated DNA system (9898 atoms), and a solvated protein system (13 705 atoms). Section IV A offers a qualitative assessment of the various PME force partitions studied here, and Sec. IV B discusses the simulation results. Section V describes the use of modest Langevin forces, and Section VI concludes with a brief summary and suggestions for future algorithm enhancements.

II. MULTIPLE TIME STEP FORCE SPLITTING METHOD

A. Trotter factorization for multiple time step integration

Our MTS algorithm is based on the symmetric and time-reversible Trotter factorization of the Liouville operator used to derive consistent MTS integrators for solving Newton’s classical equations of motion:

\[
\frac{dP}{dt} = -\nabla E(X),
\]

\[
\frac{dX}{dt} = V.
\]

Here \(P = MV\) is the collective momentum vector, \(V\) is the collective velocity vector, \(M\) is the mass matrix, and \(E\) is the potential energy function of the macromolecular system. These new integrators were shown to have attractive energy conservation properties at large time steps relative to those used in STS-Verlet schemes. The formulation of the algorithm starts with a given phase-space vector, \(\Gamma(X,P)\), and the Liouville operator, \(L\). This operator is defined as the inner product of the time derivative of \(\Gamma\) with the differential operator, as

\[
iL = \Gamma \cdot \nabla_X = \sum_{i=1}^{d} \left[ X_i \frac{\partial}{\partial X_i} + F_i \frac{\partial}{\partial P_i} \right].
\]

Here \(X_i\) and \(P_i\) are the position and conjugate momenta components for coordinate \(i\), \(X_i\) is the time derivative of \(X_i\), and \(F_i = -\nabla E_i\) is the force acting on the \(i\)th independent variable. The state of the system at time \(\Delta t\) is given by applying the propagator to the phase space vector at \(t = 0\), e.g.,

\[
\Gamma(\Delta t) = \exp(iL\Delta t) \Gamma(0).
\]

Here we split the momentum part of the Liouville operator into three separate force components (slow, medium, fast), i.e., \(F^s, F^m, F^f\), respectively, as well as an external force \(F^e\) (used for the Langevin component). The operator \(iL\) is then decomposed as

\[
lL = iL_1 + iL_2 + iL_3,
\]

\[
lL_1 = X_i \frac{\partial}{\partial X_i},
\]

\[
lL_2 = \sum_{i} \frac{\partial}{\partial P_i}
\]

\[
lL_3 = \sum_{i} \frac{\partial}{\partial X_i}.
\]
formulated to use a velocity Verlet, 

\[ iL_2 = (F_i^e + F_i^f) \frac{\partial}{\partial P_i} \]

\[ iL_3 = (F_i^e + F_i^m) \frac{\partial}{\partial P_i}. \]  

(5c)

(5d)

A symmetric factorization of this propagator gives

\[ \exp(iL\Delta t)_{PV} = \exp(iL_3\Delta t/2) \exp(iL_1\Delta t/2) \exp(iL_2\Delta t) \]

\[ \times \exp(iL_1\Delta t/2) \exp(iL_2\Delta t/2), \]  

(6)

where we commute \( iL_3 \) and define the operator \( i\tilde{L}_3 = (F_i^{en} + F_i^{en}) \partial \partial P_i \).

The factorization of the operators for the symmetric time-reversible propagator above yields discretization errors of \( O(\Delta t^3) \). As written above, the factorization uses position Verlet (PV) as the inner propagator, as in the LN algorithm. In contrast, RESPA protocols have been formulated to use a velocity Verlet (VV) formulation, given as

\[ \exp(iL\Delta t)_{VV} = \exp(iL_3\Delta t/2) \exp(iL_1\Delta t) \exp(iL_2\Delta t/2) \]

\[ \times \exp(iL_1\Delta t/2) \exp(iL_2\Delta t/2), \]  

(7a)

\[ i\tilde{L}_1 = F_i^e \frac{\partial}{\partial P_i} + X_i \frac{\partial}{\partial X_i}, \]  

(7b)

\[ i\tilde{L}_2 = F_i^f \frac{\partial}{\partial P_i}. \]  

(7c)

Our investigations indicate that the PV version has enhanced stability over the VV algorithm when moderate time step values are used for the fast and medium forces and large values are used for the slow forces; advantages of PV over VV were suggested in Ref. 16. Our companion paper lends theoretical support to these practical observations.

To introduce our MTS protocol within the symmetric factorization, we define three time steps, associated with the evolution of the slow, medium, and fast force components: \( \Delta t, \Delta t_m = \Delta t/k_2, \) and \( \Delta t_f = \Delta t/(k_1k_2), \) where \( k_1 \) and \( k_2 \) are integers. Within this construction, Eq. (6) can be rewritten as (we neglect particle index subscripts \( i \) for simplicity)

\[ \exp\left( \frac{\Delta t}{2} M^{-1} F^e \frac{\partial}{\partial P} \right) \exp\left( \frac{\Delta t}{2} M^{-1} F^m \frac{\partial}{\partial P} \right). \]  

(8a)

where

\[ P_m = \exp\left( \frac{\Delta t_m}{2} M^{-1} F^m \frac{\partial}{\partial P} \right) \exp\left( \frac{\Delta t_m}{2} M^{-1} F^m \frac{\partial}{\partial P} \right), \]  

(8b)

and

\[ P_f = \exp\left( \frac{\Delta t_f}{2} X \frac{\partial}{\partial X} \right) \exp\left( \frac{\Delta t_f}{2} X \frac{\partial}{\partial X} \right) \]

\[ \times \exp\left( \frac{\Delta t_f}{2} X \frac{\partial}{\partial X} \right). \]  

(8c)

The external Langevin force is given by

\[ F^e = -\gamma M V + R^e(\Delta \tau, \gamma), \]  

(9)

where \( R^e(\Delta \tau, \gamma) \) is the stochastic white noise with properties given by

\[ \langle R(t) \rangle = 0, \quad \langle R(t)R(t') \rangle = 2\gamma k_B T M \delta(t-t'). \]  

(10)

or in discrete form

\[ R^e(\Delta \tau, \gamma) = \epsilon_n \sqrt{2\gamma k_B T M / \Delta \tau}. \]  

(11)

Here, \( \gamma \) is the friction constant, \( k_B \) is the Boltzmann constant, \( T \) is the temperature (300 K used throughout), and \( \epsilon_n \) is the random deviate of a normal distribution with a mean of 0 and a standard deviation 1; for \( \gamma = 0 \), the protocol is characterized by a Newtonian microcanonical (MTS-NVE) algorithm. In treating the Langevin forces within the factorization above, we note that exponential propagator has the properties \( e^\phi(\partial/\partial p) \phi(p) = \phi(e^\phi p) \) and \( e^{\phi(\partial/\partial p)} \phi(p) = \phi(p+c) \) for \( c \neq c \). Using these results, we can evaluate the inner term of Eq. (8c) to arrive at the velocity update for the fastest forces of

\[ V \leftarrow e^{-\gamma \Delta \tau} \left[ V + M^{-1} \Delta \tau \left( F^f + R^e(\Delta \tau, \gamma) \right) \right]. \]  

(12)

Note that for \( \gamma \Delta \tau \ll 1 \) we have \( e^{-\gamma \Delta \tau} = 1/(1 + \gamma \Delta \tau) \) \( + O(\gamma \Delta \tau^2) \). After substituting this into Eq. (12) and neglecting higher order terms, we arrive at the Langevin form used in Sandu and Schlick.

\[ V \leftarrow \left[ V + M^{-1} \Delta \tau \left( F^f + R^e(\Delta \tau, \gamma) \right) \right]/(1 + \gamma \Delta \tau). \]  

(13)

This leads to our symmetric MTS protocol based on position Verlet, valid in the STS limit of \( (k_1, k_2) = (1, 1) \):

**Algorithm I:** position-Verlet-based MTS

**For** ISTEP = 1 to NSTEP

Evaluate \( F^e(X) \)

\[ V \leftarrow V + \Delta \tau M^{-1} F^e \]

**For** \( j = 1 \) to \( k_2 + 1 \)

Evaluate \( F^m(X) \)

\[ V \leftarrow V + b \frac{\Delta t_m}{2} M^{-1} F^m, \quad b = \begin{cases} 1 \text{ if } j = 1 \text{ or } j = k_2 + 1 \\ 2 \text{ if } j < k_2 + 1 \end{cases} \]

if \( (j = k_2 + 1) \) **endfor**

**For** \( i = 1 \) to \( k_1 + 1 \)

\[ X \leftarrow X + \frac{\Delta \tau}{2} V, \quad c = \begin{cases} 1 \text{ if } i = 1 \text{ or } i = k_1 + 1 \\ 2 \text{ if } 1 < i < k_1 + 1 \end{cases} \]

Evaluate \( F^f(X) \)

\[ V \leftarrow \left[ V + \Delta \tau M^{-1} \left( F^f + R^e(\Delta \tau, \gamma) \right) \right]/(1 + \gamma \Delta \tau) \]

**endfor**

The velocity-Verlet formulation involves the following modification of the inner most cycle (bracketed above):

**For** \( i = 1 \) to \( k_1 + 1 \)

Evaluate \( F^f(X) \)
\[ V \leftarrow \left[ V + c \frac{\Delta \tau}{2} M^{-1} \left( F' + R^n \left( c \frac{\Delta \tau}{2} \gamma \right) \right) \right] / \left( 1 + \gamma c \frac{\Delta \tau}{2} \right) \]

\[
c = \begin{cases} 
1 \quad \text{if } i = 1 \text{ or } i = k_1 + 1 \\
2 \quad 1 < i < k_1 + 1
\end{cases}
\]

\[ X \leftarrow X + \Delta \tau V \]

\textbf{endfor}.\]

We have formulated the above position-Verlet algorithm so as to minimize computational work involved with constrained dynamics variations; such iterations are applied after each position update of Algorithm I above. All our trajectories reflect, constrained dynamics formulations on all bonds involving hydrogen in the microcanonical ensemble. Future studies will incorporate constant temperature and pressure ensembles as well. Our Langevin dynamics formulation helps stabilize trajectories at larger time steps; often, RESPA integrators use Nosé thermostats as an external force and incorporate them into the outer (slow) force component.

\section*{B. AMBER force field potentials}

The AMBER force field\textsuperscript{28,29} represents the potential energy of the system as the sum of bond length, bond angle, dihedral angle, Coulomb, and hydrogen bond terms as

\[ E_{PE} = E_r + E_g + E_x + E_{LJ} + E_c + E_{HB}, \]

where

\[ E_r = \sum_{i,j \in S_B} S_{ij}(r_{ij} - \bar{r}_{ij})^2, \]

\[ E_g = \sum_{i,j,k \in S_{BA}} K_{ijk} (\theta_{ijk} - \bar{\theta}_{ijk})^2, \]

\[ E_x = \sum_{i,j,k,l \in S_{PA}} \frac{V_{n,ijkl}}{2} (1 + \cos(n \tau_{ijkl})), \]

\[ E_{LJ} = \sum_{i<j} 4 \epsilon_{ij} \left( \frac{\sigma_{ij}^{12}}{r_{ij}^{12}} - \frac{\sigma_{ij}^{6}}{r_{ij}^{6}} \right) + \frac{1}{E_{\text{scale}}}^{1.4} \]

\[ \times \sum_{i<j} 4 \epsilon_{ij} \left( \frac{\sigma_{ij}^{12}}{r_{ij}^{12}} - \frac{\sigma_{ij}^{6}}{r_{ij}^{6}} \right), \]

\[ E_c = \sum_{i<j} q_i q_j r_{ij} + \frac{1}{E_{\text{scale}}} \sum_{i<j} q_i q_j \bar{r}_{ij} \]

\[ E_{HB} = \sum_{i,j} \left( \frac{C_{ij}}{r_{ij}^{12}} - \frac{D_{ij}}{r_{ij}^{6}} \right). \]

The first two terms, \( E_r \) and \( E_g \), represent harmonic type oscillations of bonded atoms and the third term, \( E_x \), is the torsional potential for the dihedral angle, \( \tau \), expressed by a truncated Fourier series. In these general expressions, the symbols \( S_B \), \( S_{BA} \), and \( S_{PA} \) denote the sets of all bonds, bond angles, and dihedral angles. Bond and angle variables capped by bar symbols denote equilibrium (i.e., reference) values associated with these quantities. The nonbonded interactions between two atoms are characterized by a van der Waals (vDW) potential, \( E_{LJ} \), an electrostatic potential, \( E_c \), which includes the 1–4 interaction pairs of atoms on the same molecule, and \( E_{HB} \), the 10–12 hydrogen bond potential.

\section*{C. PME formulation in AMBER}

The solvated biomolecular system is considered one unit cell of an infinite periodic lattice, and its electrostatic interactions can be expressed by Ewald summations.\textsuperscript{20} The splitting of the electrostatic term via the Ewald summation results in a reciprocal space and direct (real) space term for the Coulomb pair potential, \( E_c = \Sigma_{i<j} (q_i q_j / r_{ij}) \), as well as the correction terms,

\[ E_c = E_{\text{recip}} + E_{\text{real}} + E_{\text{cor. self}} + E_{\text{cor. ex}} + E_{\text{cor. e}}, \]

as described below. With the PME method, the electrostatic energy is efficiently evaluated on a computational mesh which requires interpolation of the charged particles and their forces. Briefly, the formulation of the sum on an infinite lattice with periodicity is greatly simplified by noting that the Coulomb potential in three dimensions can be split into two terms,

\[ \frac{1}{r} = \frac{S(r)}{r} + \frac{1 - S(r)}{r}, \]

where \( S(r) \) can be defined to be a rapidly decreasing function. This implies that the first term of Eq. (22) includes only near-field contributions, while the second is long-range but smooth. The second term of Eq. (22) and the switch function \( S(r) \) are defined by the solution of Poisson equation subject to a spherically symmetric particle core function, \( \sigma(r) \), which is normalized to have a net unit charge,

\[ -\nabla^2 \phi(r) = 4 \pi \sigma(r), \]

\[ \frac{1}{r} - S(r) = \phi(r). \]

For a periodic lattice, the reciprocal potential \( E_{\text{recip}}(r) \) can be found from an efficient solution of Poisson’s equation via Fourier expansions, where a charge distribution is defined by the sum of the smoothed point charges. Likewise, the real space summation is defined over screened charges subject to the rapidly decaying switch function,

\[ E_{\text{real}} = \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j \sum_{\mathbf{n}} S \left( \frac{r_{ij} + \mathbf{n}}{|r_{ij} + \mathbf{n}|} \right). \]

In this expression, the lattice index vector is \( \mathbf{n} = (n_x, n_y, n_z, L, L) \), where \( n_x, n_y, \) and \( n_z \) are integers, \( L \) is the box size, and \( r_{ij} \) is the radial separation between two particles. The prime symbol in the summation (\( \Sigma'_{\mathbf{n}} \)) indicates that for \( |\mathbf{n}| = 0 \) we omit the \( i = j \) interaction and excluded pairs. See also Refs. 40 and 26 for more details on the mathematical construction for general core functions. The original Ewald summation uses a Gaussian function as the particle core function, \( \sigma(r, \beta) = (\beta^3 / \pi^{3/2}) \exp(-r^2/\beta^2) \), and results in the following potentials.\textsuperscript{31}
\[
E_{\text{real}} = \frac{1}{2} \sum_{i,j=1}^{N} q_i q_j \sum_{|\mathbf{n}|} \text{erfc} \left( \frac{\beta |\mathbf{r}_{ij} + \mathbf{n}|}{|\mathbf{r}_{ij} + \mathbf{n}|} \right),
\]
(26a)

\[
E_{\text{recip.}} = \frac{1}{2 \pi L^3} \sum_{|\mathbf{m}| \neq 0} \exp \left( -\frac{\pi^2 |\mathbf{m}|^2 / \beta^2}{|\mathbf{m}|^2} \right) G(\mathbf{m}) G(-\mathbf{m}),
\]
(26b)

\[
G(\mathbf{m}) = \sum_{j=1}^{N} q_j \exp \left[ 2 \pi i \mathbf{m} \cdot \mathbf{x}_j \right],
\]
(26c)

\[
E_{\text{cor. self}} = -\frac{\beta}{\sqrt{\pi}} \sum_{j=1}^{N} q_j^2,
\]
(26d)

\[
E_{\text{cor. ex}} = -\frac{1}{2} \sum_{i,j \in \text{Ex.}} q_i q_j \text{erf} \left( \frac{\beta |\mathbf{r}_{ij}|}{|\mathbf{r}_{ij}|} \right),
\]
(26e)

Here \( \beta \) is the Ewald constant, \( q_i \) is the partial charge on atom \( i \), \( \text{erfc}(x) \) is the complementary error function \( \text{erfc}(x) = (2/\sqrt{\pi}) \int_x^\infty e^{-u^2} du \). For the reciprocal term we sum over Fourier modes where \( \mathbf{m} = 2 \pi \mathbf{k}/L, \; V = L^3, \; m = |\mathbf{m}| = 2 \pi \mathbf{k}/L \), and \( \mathbf{k} = (k_x, k_y, k_z) \), \( k_x, k_y, k_z \) are integers, and \( L^3 \) is the volume of the cubic domain.

Several different strategies can be used for implementing the three-level force splitting as discussed above. We take the Ewald reciprocal force as the long-range “slow” force, \( F^s = F_{\text{recip.}} \); the bonded terms in the fast class, \( F^f = F_+ + F_0 + F_\gamma \); \( \beta \) and all other terms in the medium class force. This is typical for rigid cut-off methods with switching functions.\(^{10,30} \) The medium force evaluation includes 1–4 interactions, vDW terms, and the real space sum for the PME method; the neighbor exclusion masking for the real space sum of Eq. (26d) was performed at each medium term evaluation. The list management utilities for the nonbonded (NB) terms were invoked at each medium force call; the AMBER software includes acceptance tests to determine if the NB list requires regeneration or updating.

Though it is possible to split the direct term itself by a radial switch function, with an additional pairlist maintenance, as done in Refs. 32, 34, and 36, we do not consider this here. Three different force splitting strategies were examined in Ref. 34 for MTS-RESPA integrators, including an algebraic switch function splitting of the real space sum at 7 Å. The results suggest a limited enhancement in CPU speedup associated with splitting the real space sum; our approach optimizes the CPU speedup relative to an unmodified Ewald splitting.

Inherent in the splitting construction is the underlying assumption that the reciprocal term represents, or more importantly, isolates, the long-range slow forces. This is not true in the Ewald formulation. Studies in Ref. 40, and more recently Procacci et al., \(^{42} \) indicate that the Ewald reciprocal term has significant force contributions from near-field particle separations and that these forces lead to fast-time scale instabilities in MTS protocols. For this reason, we are considering alternative core functions such as \( \sigma(r) = \sum_{i=0}^{n} a_i r^i \exp(-r^2 \beta^2) \), where the coefficients \( \{a_i\} \) are predetermined optimized coefficients, which can be designed to meet the desired far-field to near-field pairwise interaction splitting philosophy. See Ref. 40 for a study of several non-Gaussian core functions for efficient lattice summations. Alternatively, we are using more elaborate splitting terms that may help eliminate fast terms in the reciprocal component using switch functions and different treatments for Coulomb and van der Waals forces.\(^{43} \) Here we use the Ewald Gaussian formulation for convenience in implementing the MTS protocol within the AMBER software package; we will report on the optimized core functions in future publications.\(^{44} \)

### III. OPTIMIZED PARTICLE-MESH EWALD METHOD

The accuracy of the PME method is related to the density of the charge grid \( (N_{\text{grid}}^2) \), the spline interpolation order (here taken as the AMBER default of four), and the direct sum error tolerance, \( \text{erfc}(\beta r)/r \) (here taken to be \( 10^{-6} \)). As discussed in Ref. 22, a PME estimated rms (root-mean-square) force error can be established from the above variables associated with the direct sum cut-off value, as well as the number of Fourier vectors associated with \( N_{\text{grid}} \). Here we study a parameter set that maintains a maximum estimated rms force error of \( 10^{-4} \) and establish an optimal range of application within a given MTS protocol.

We first review the optimized force partitioning strategy used here. The two parameters we optimize for an MTS-PME protocol are the Ewald coefficient \( \beta \) and the density of the charge grid \( N_{\text{grid}} \). The parameter \( \beta \) influences the range of the Gaussian shielding and hence the effective real space cutoff used for the nonbonded list maintained throughout the simulation.\(^7 \) The optimal Ewald method typically selects \( \beta \) to distribute the work evenly between the reciprocal and direct terms. As \( \beta \) increases, the coefficients in the Fourier series approximation decay at a slower rate, and therefore, larger expansions and greater computational work are required. At the same time, a large \( \beta \) leads to a direct term with a smaller region of influence, and therefore, the \( O(N_{\text{dir}}^2) \) work is reduced due to a smaller effective sphere of influence; here \( N_{\text{dir}} \) is the number of degrees of freedom retained in the screened direct sum. The value of \( N_{\text{dir}} \) remains constant for increasing system sizes, and thus an overall \( O(N) \) algorithm is obtained. The slow and medium relative CPU times can be adjusted by changing \( \beta \) for a desired rms force error. We thus express the total work for a STS-PME scheme as the following sum of CPU fractions for the slow \( (W_s) \), medium \( (W_m) \), and fast \( (W_f) \) terms:

\[
W_{\text{STS}} = W_s + W_m + W_f,
\]
(27)

where \( W_{\text{STS}} = 1 \). For an MTS-PME scheme with given \( \Delta t = k_2 \Delta t_m = k_1 k_2 \Delta \tau \), we arrive at the corresponding work statement of

\[
W_{\text{MTS}} = \frac{W_s}{k_1 k_2} + \frac{W_m}{k_1} + W_f.
\]
(28)

Note that \( W_{\text{MTS}} = W_{\text{MTS}}(k_2 = 1, k_1 = 1, W_s, W_m, \Delta t) \) and the speedup ratio can be given by \( W_{\text{STS}}/W_{\text{MTS}} \). Thus we see that an optimal STS scheme, which maximizes
This leads directly to a splitting scheme with \( W_s \approx k_2 W_m \).

Taking typical conditions found here, we estimate \( \Delta t \sim 10 \text{ fs} \) and \( k_2 \sim 2 \) to 3; in other words, the ratio \( W_s/W_m \) should be about 2 to 3 for an optimal MTS force partition. Note that taking the largest inner time step \( (\Delta \tau) \) for a given outer time step \( \Delta t \) as the most optimal scheme would be an incorrect conclusion. A more practical optimization strategy is to maximize \( \Delta t \) while minimizing \( k_2 \) (i.e., using as large a \( \Delta t_m \) as possible). As we illustrate below, enhanced speedups can be found by lowering \( k_2 \); however, the speedup improvement is modest when raising \( \Delta \tau \) from 0.5 fs to 1.0 fs.

Finally, we note that optimized choices of \( \beta \) for STS and traditional Ewald protocols have been examined in Ref. 45. The MTS-PME application Essmann et al.\(^{22}\) includes a parametric study for various values of \( \beta \) and mesh resolutions; our optimal parameters for the MTS implementation differ from those used for STS integrators and somewhat narrow the parameter range of interest for MTS applications. Other optimization strategies include an "optimal influence function" derived in Hockney and Eastwood\(^{21}\) for the reciprocal term (see also Ref. 26), and a procedure for Ewald sums.\(^{46}\)

### IV. RESULTS

#### A. Assessment of the MTS force partition

Before discussing results of the PME-MTS optimization, we illustrate here performance of different PME-STS protocols (differing by \( \beta \)), since results affect the optimal PME-MTS design. With our implementation in AMBER, \( \beta \) is the only independent parameter since a prescribed rms error threshold, less than \( 10^{-4} \), together with \( \beta \) determines the grid density.

### TABLE II. The calculated percent deviation of the various PME protocols differing by \( \beta \) (or associated cut-off value) relative to partition V of Table I (cutoff of 10 Å) for the water system. The mean energy components are calculated by a PV-STS integrator with \( \Delta \tau = 0.5 \text{ fs} \) over a 10.0 ps simulation.

<table>
<thead>
<tr>
<th>PME protocol</th>
<th>( E_{\text{tot}} )</th>
<th>( E_{\text{pot}} )</th>
<th>( E_K )</th>
<th>( E_{\text{vDW}} )</th>
<th>( E_{\text{el}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (5 Å)</td>
<td>0.1</td>
<td>0.08</td>
<td>0.04</td>
<td>0.8</td>
<td>0.03</td>
</tr>
<tr>
<td>II (6 Å)</td>
<td>0.008</td>
<td>0.14</td>
<td>0.3</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>III (6.5 Å)</td>
<td>0.001</td>
<td>0.007</td>
<td>0.06</td>
<td>0.01</td>
<td>0.06</td>
</tr>
<tr>
<td>IV (8 Å)</td>
<td>0.001</td>
<td>0.008</td>
<td>0.08</td>
<td>0.5</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Recall that all our simulations used, constrained dynamics on bonds involving hydrogens. Simulations at room temperature were started on pre-equilibrated systems. The water system contained 4096 water molecules. The solvated DNA duplex consisted of a 9 base pair DNA duplex damaged by a metabolically activated form of the environmental carcinogen benzo[a]pyrene; the system has 621 solute atoms, 16 neutralizing Na\(^+\) counterions, and 3087 water molecules, for a total of 9898 atoms.\(^{47}\) The solvated protein system consists of the catalytic domain (residues 260–519) of the Src family tyrosine kinase Hck;\(^{48,49}\) it has of 2214 protein atoms, 4 Na\(^+\) ions, and 3829 water molecules (13 705 total atoms).

In Table I, we show results for five partitions characterized by the $\beta$ parameter for our water, solvated DNA, and solvated protein systems (total system sizes range from about 10 000 to 14 000 atoms). For each $\beta$ protocol, we show the charge density, cut-off value (in Å) for the direct sum, the size of the nonbonded pairlist array, CPU work fractions for the reciprocal $W_{\text{recip}}$ and direct $W_{\text{direct}}$ terms, and the CPU ratio between each protocol relative to the optimal protocol for that system.

We see that the direct-term work is larger than the reciprocal-term work for $\beta$ values smaller than $\sim 0.5$ Å\(^2\), i.e., cut-off values greater than $\sim 6.5$ Å. Thus, we expect that cut-off values of 6 Å or lower would be preferred for MTS applications; this is indeed observed. We also conclude that the overall STS CPU time, within the $\beta$ ranges examined here, is not sensitive to varying the direct to reciprocal work ratios for the solvated biomolecules.

As the MTS protocols become increasingly stable and larger outer time steps are possible, our analysis indicates that shifting the CPU work into the reciprocal force evaluations, in the STS limit, will become increasingly important for optimizing the total CPU time. In principle, there are no obstacles to the use of lower cut-off values (which can shift the work load from medium to slow terms) given that a fixed error is maintained by increasing the charge grid density. However, in AMBER, the effective Ewald direct term cutoff is

\[ \text{FIG. 1. The radial distribution function for the water oxygen atoms of the solvated protein simulation. The top right shows an enlargement for small } r. \text{ The results were averaged over a 300 ps MTS simulation using cut-off values of 6 and 9 Å.} \]

\[ \text{FIG. 2. The discrete Fourier transform of the velocity autocorrelation function of the solvated protein simulation for a STS–PV simulation with cut-off values of 9 and 6 Å (} \Delta t = 1 \text{ fs and the simulation length was 40 ps).} \]
TABLE III. Performance for symmetric Newtonian MTS schemes for the water system for various PME partitions at a fixed outer time step ($\Delta t = 7$ fs). For each MTS scheme, we present the %Recip.%Direct values; the ratio of CPU relative to a STS scheme ($\Delta t = 7$ fs, $N_{\text{grid}}=80$, cut-off = 6 Å), with the value in parentheses indicating the CPU ratio divided by 2.0 for comparison to an STS scheme with a 1.0 fs time step; and extrapolated clock time in days for a 1 ns simulation on a single MIPS R12000 processor (300 MHz).

<table>
<thead>
<tr>
<th>$k_3$, $k_1$</th>
<th>$\Delta t_m$</th>
<th>$\Delta \tau$</th>
<th>%Recip.</th>
<th>%Direct</th>
<th>Speedup</th>
<th>CPU for 1 ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CUT=5, $N_{\text{grid}}$=90)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.2, 1.0 fs</td>
<td>0.5 fs</td>
<td>83.39</td>
<td>4.9 (2.45)</td>
<td>7.4 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2, 1.75 fs</td>
<td>0.875</td>
<td>48.30</td>
<td>5.9 (2.95)</td>
<td>6.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>3.5</td>
<td>0.875</td>
<td>55.22</td>
<td>7.2 (3.60)</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>II (CUT=6, $N_{\text{grid}}$=80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.2, 1.0 fs</td>
<td>0.5 fs</td>
<td>21.58</td>
<td>4.3 (2.15)</td>
<td>8.4 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2, 1.75 fs</td>
<td>0.875</td>
<td>28.50</td>
<td>5.8 (2.90)</td>
<td>6.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>3.5</td>
<td>0.875</td>
<td>36.38</td>
<td>7.5 (3.75)</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>IV (CUT=8, $N_{\text{grid}}$ = 50)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.2, 1.0 fs</td>
<td>0.5 fs</td>
<td>5.78</td>
<td>2.4 (1.20)</td>
<td>14.9 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2, 1.75 fs</td>
<td>0.875</td>
<td>7.72</td>
<td>3.7 (1.85)</td>
<td>9.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>3.5</td>
<td>0.875</td>
<td>10.63</td>
<td>5.2 (2.60)</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>V (CUT=10, $N_{\text{grid}}$ = 40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.2, 1.0 fs</td>
<td>0.5 fs</td>
<td>2.85</td>
<td>1.4 (0.70)</td>
<td>26.6 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2, 1.75 fs</td>
<td>0.875</td>
<td>3.81</td>
<td>2.0 (2.00)</td>
<td>17.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>3.5</td>
<td>0.875</td>
<td>4.72</td>
<td>3.0 (1.50)</td>
<td>11.9</td>
<td></td>
</tr>
</tbody>
</table>

The spectra are analyzed for a PV-STS simulation with $\Delta t = 1.0$ fs, as calculated by the velocity autocorrelation function

$$
C_v(t) = \frac{\sum_{i=1}^{N \text{ atoms}} V_i(t) \cdot V_i(0)}{\sum_{i=1}^{N \text{ atoms}} V_i^2(0)}.
$$

Figure 2 shows the resulting signals below 2000 cm$^{-1}$ for the 9 and 6 Å cut-off values. This part of the spectrum originates from bond stretching of the heavier atoms (e.g., C–O) and reveals a distinct peak at $\sim 1450$ cm$^{-1}$; this generally agrees with results of Ref. 34. The inclusion of the water molecules adds considerable signal to the spectrum below 1450 cm$^{-1}$ for both cut-off values.

B. Simulation details and discussion

We now analyze the results of MTS integrations for our three systems. The lengths of outer time step and numbers of inner and medium cycles are varied to establish stability criteria for the Newtonian and Langevin versions of Algorithm I. The mean energy components and the Fourier transform of the velocity autocorrelation are examined and compared to STS results. We also examine two criteria for measuring the quality of the integration scheme, namely the ratio of the total energy rms values to their mean value, and the ratio of total energy rms to kinetic-energy rms values.

In general, speedup ratios relative to the STS simulation with $\Delta t = 0.5$ fs are $\sim 7$ to 8 at a 6 fs MTS outer time step; with the addition of modest Langevin forces, this stability limit extends to 12 fs and the speedup factor to 10. For the solvated systems, a significant energy drift is found for Newtonian integrations with $\Delta t > 8$ fs; for 6 fs $< \Delta t < 8$ fs an energy drift is apparent only after several hundred ps of simulation (e.g., heating by $\sim 10^\circ$ per ns); for $\Delta t \leq 6$ fs, the
integration exhibited no evidence of instability (heating) over several ns of simulation lengths. For the water system, stability of the Newtonian MTS protocol was retained up to $\Delta t = 7$ fs, for a long-term simulation, and moderate Langevin damping ($\gamma = 5.0$ ps$^{-1}$) extended this stability barrier to $\Delta t = 12$ fs. The water system is special since the application of constrained dynamics on bonds involving hydrogen eliminates all bonded forces for the water molecules. Therefore,
the inner force partition within the MTS splitting gives no contribution, as well as no secondary coupling effects, to the medium and slow terms. This lack of bonded forces makes the water calculation more stable than the solvated biomolecule systems.

Table III presents the MTS performance measures for various \( \beta \) protocols for the water system. The results highlight the importance of adjusting the PME coefficient \( \beta \) to optimize the speedup ratio of the MTS relative to the STS scheme. Table III indicates that a factor of 3 decrease in CPU

| Table IV. Performance for symmetric Newtonian MTS schemes for the solvated DNA system for various PME partitions at a fixed outer time step (\( \Delta t = 6 \) fs). For each MTS scheme, we present the \%Recip,\%Direct values; the ratio of CPU relative to a STS scheme (\( \Delta t = 0.5 \) fs, \( N_{\text{grid}} = 80 \), cut-off = 6 Å), with the value in parentheses indicating the CPU ratio divided by 2.0 for comparison to an STS scheme with a 1.0 fs time step; and extrapolated clock time in days for a 1 ns simulation on a single MIPS R12000 processor (300 MHZ). |

<table>
<thead>
<tr>
<th>( k_2,k_1 )</th>
<th>( \Delta t_m )</th>
<th>( \Delta t )</th>
<th>%Recip, %Direct</th>
<th>Speedup</th>
<th>CPU for 1 ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CUT=6, ( N_{\text{grid}} = 80 ))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6,2</td>
<td>1.0 fs</td>
<td>0.5 fs</td>
<td>28.50</td>
<td>4.6 (2.30)</td>
<td>7.6 days</td>
</tr>
<tr>
<td>3,4</td>
<td>2.0</td>
<td>0.5</td>
<td>35.40</td>
<td>6.4 (3.20)</td>
<td>5.4</td>
</tr>
<tr>
<td>3,2</td>
<td>2.0</td>
<td>1.0</td>
<td>37.43</td>
<td>6.8 (3.40)</td>
<td>5.1</td>
</tr>
<tr>
<td>2,3</td>
<td>3.0</td>
<td>1.0</td>
<td>44.35</td>
<td>7.3 (3.65)</td>
<td>4.8</td>
</tr>
<tr>
<td>2,6</td>
<td>3.0</td>
<td>0.5</td>
<td>41.33</td>
<td>6.8 (3.40)</td>
<td>5.1</td>
</tr>
<tr>
<td>(CUT=9, ( N_{\text{grid}} = 50 ))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6,2</td>
<td>1.0 fs</td>
<td>0.5 fs</td>
<td>4.82</td>
<td>2.2 (1.10)</td>
<td>16.0 days</td>
</tr>
<tr>
<td>3,4</td>
<td>2.0</td>
<td>0.5</td>
<td>7.73</td>
<td>3.4 (1.70)</td>
<td>10.2</td>
</tr>
<tr>
<td>3,2</td>
<td>2.0</td>
<td>1.0</td>
<td>7.75</td>
<td>3.5 (1.75)</td>
<td>9.9</td>
</tr>
<tr>
<td>2,3</td>
<td>3.0</td>
<td>1.0</td>
<td>8.70</td>
<td>4.4 (2.20)</td>
<td>7.9</td>
</tr>
<tr>
<td>2,6</td>
<td>3.0</td>
<td>0.5</td>
<td>8.67</td>
<td>4.1 (2.05)</td>
<td>8.6</td>
</tr>
</tbody>
</table>

Table III presents the MTS performance measures for various \( \beta \) protocols for the water system. The results highlight the importance of adjusting the PME coefficient \( \beta \) to optimize the speedup ratio of the MTS relative to the STS scheme. Table III indicates that a factor of 3 decrease in CPU

FIG. 4. Newtonian CPU speedups relative to STS-PV (cutoff=6 Å, \( \Delta t = 0.5 \) fs) for the water and solvated DNA systems. Newtonian MTS integrations with cutoffs=6 and 10 Å for a \( \Delta t = 7 \) fs are analyzed for the water system (a); cutoffs=6 and 9 Å for a \( \Delta t = 6 \) fs are analyzed for the solvated DNA system (b); and cutoffs=6 and 9 Å for the DNA are studied as a function of \( \Delta t \) by maximizing the medium time step.
time can be obtained in the MTS implementation by reducing the cut-off value from 10.0 to 6.0 Å. The largest speedup ratio corresponds to the largest \( \Delta t_m \) and is reached at approximately an equal work partition between the medium and slow terms. The deviation of the MTS energy components relative to the STS (\( \Delta t = 0.5 \) fs) PV algorithm is shown in Figs. 3(a) and 3(b) for the cut-off values of 6.0 and 10.0 Å. In general, all energy components for the MTS scheme with \( \Delta t = 7 \) fs are stable for long simulations (several nanoseconds) and exhibit deviations of a few percent from the STS results in the individual energy components.

Next, we study the solvated DNA duplex in a periodic box with side dimensions of (45,45,50) Å. Two PME force partitions were studied in Table IV: A cutoff of 9.0 Å and \( N_{\text{grid}} = (45,45,50) \) Å, and a cutoff of 6.0 Å with \( N_{\text{grid}} = (80,80,80) \). We see that for \( \Delta t = 6 \) fs the lower cut-off value of 6 Å is optimal when compared to the larger cut-off value. The MTS2 partition of Ref. 34 is similar to our Algorithm I, but had cut-off values of 10–12 Å; the study in Ref. 35 had cut-off values of 13 Å.

FIG. 5. The discrete Fourier transform of the velocity autocorrelation for the solvated protein simulation as computed by STS simulations at two cut-offs (a) and (b) and 3 MTS protocols (c)–(e). The 500 ps Newtonian MTS-PV simulations used a cut-off value of 6 Å, an inner time step of \( \Delta t = 0.5 \) fs, and outer and medium time step values of \( (\Delta t_m, \Delta t) = (1.0, 3.0 \) fs, (1.0, 6.0) fs, and (3.0, 6.0) fs. The 40 ps STS-PV simulation used \( \Delta t = 1 \) fs and cut-off values of 6 and 9 Å.
The errors in the MTS energy components for the solvated DNA system relative to the STS ($\Delta t=0.5$ fs) PV algorithm in Figs. 3(c) and 3(d) show deviations of only a few percent in the individual energy components. For the combination $\Delta t=8$ fs, $\Delta \tau=2$ fs, and $\Delta t_m=4$ fs, the simulation is stable for up to 100 ps of integration, with only a 3% deviation from the STS reference temperature of 300 K. However, trajectories longer than 500 ps indicate heating. Analysis revealed that the heating did not result from the relatively low $\Delta t$ value, but from the 8 fs outer time step, too large for the Newtonian integrator. An outer time step stability limit of 8 fs was also noted with the MTS-VV-RESPA integrator\textsuperscript{34} for simulation lengths of 20 ps.

Stable Newtonian trajectories require $\Delta t=6$ fs in our applications. A 4 fs outer time step was found optimal for the RESPA integrator with direct space cut-off values of 13 Å in Ref. 35 based on 100 ps simulations; however, that study also reported substantial energy drifts for a $\Delta t=4$ fs RESPA simulation.

Our Newtonian MTS-VV and MTS-PV integrators were compared at the combination $\Delta t=6$ fs, $\Delta t_m=3$ fs, and $\Delta \tau=1.5$ fs; the results indicate that both integrators are stable over several nanoseconds. However, the averaged kinetic energy and bonded terms for the MTS-VV version indicate significantly greater errors when compared to the baseline STS results. Figure 3(e) plots the distribution of error for the two integrators for the various components of the total energy; given a threshold of less than 5%, we consider the $\Delta t=6$ fs MTS-PV acceptable whereas the MTS-VV is not.

For the water system, the use of constrained dynamics on all bonds involving hydrogen pushes the stability limit to $\Delta t=7$ fs (compared to 6 fs for the solvated biomolecules). Figure 4(a) plots speedup for various combinations of $\Delta \tau$ and $\Delta t_m$ for the water system with a fixed $\Delta t=7$ fs for the two cut-off values of 6 and 10.0 Å. For both cut-off values, the speedup ratio calculations are based on the cutoff of 6 Å. The speedup has an asymptotic limit dictated by the stability constraints on both $\Delta t$ and $\Delta t_m$. Results for the solvated DNA in Fig. 4(b) with $\Delta t=6$ fs indicate similar limits. Another view in Fig. 4(c) shows the speedup of the MTS integrator as a function of the outer time step; here the medium time step is maximized for each calculation.

In general, Algorithm I with a 6.0 Å cut-off value offers approximately a factor of 2 to 3 enhanced speedup over a 9 Å cut-off value; similar results were found for the solvated protein system. For cut-off values greater than 12 Å, although nonoptimal in an MTS protocol, we have found that the outer time step stability improved to above 20 fs; here simulation lengths up to 100 ps were examined. These larger cutoffs imply considerably smaller reciprocal force contributions to the total energy and force work, as well as considerably larger nonbonded pairlists. We are currently investigating designing optimal core functions to apply to the Coulomb terms so as to enhance the outer time step stability at lower cut-off values.\textsuperscript{44}
FIG. 6. rms fluctuation ratios for a Newtonian integration of the solvated DNA system with a cutoff=6 Å as a function of $\Delta t$: (a) total energy rms relative to mean total energy, and (b) total energy rms to kinetic-energy rms.

RESPA formulation of Ref. 34; this agrees with prior observations regarding MTS-PV versus MTS-VV schemes at larger time steps. Our Newtonian studies indicate a 30% lower rms in the total energy for the PV-MTS integration versus the VV-MTS result.

Finally, the ratio of the rms of the total energy fluctuation relative to the rms of the kinetic energy fluctuation $\Delta E_{\text{rms}} = \Delta E_{\text{total}} / \Delta E_{\text{kin}}$ is studied for the solvated DNA system. Figure 6(b) shows values less than 0.5 for most protocols used with the solvated DNA system; these protocols agree to within a 3% deviation of their mean energy components relative to the STS results. Watanabe and Karplus suggested that the magnitude of this ratio should be $O(10^{-2})$ for a stable integrator (near liquids of $n$-alkanes were studied). Humphreys et al. reported this ratio for biomolecular simulations, where values less than 0.1 were typical. However, Procacci et al. suggested that the larger $\Delta E_{\text{rms}}$ values for solvated biomolecular systems modeled by PME, and integrated with MTS, do not reflect integrator quality well. They showed the ratio to be sensitive to the Ewald coefficient; namely, a larger $\beta$ leads to a larger $\Delta E_{\text{rms}}$ value. A formal measure of MTS integrator quality remains an open problem; we therefore, choose to examine various details of the simulation, including mean energies, spectral content, and pdf distributions. Our 500 ps simulation of solvated biomolecules with $\Delta E_{\text{rms}} \approx 0.4$ indicates no energy drifts with the Newtonian MTS-PV protocol, and the rdf and spectral comparisons are in good agreement with STS results.

V. LANGEVIN DYNAMICS

Barth and Schlick have suggested the use of Langevin coupling as a device to damp numerical resonances associated with symplectic MTS protocols. Izaguirre et al. followed by using mild Langevin damping to stabilize the integration at larger time steps. To assess the effects of the Langevin components of Algorithm I, we studied the variation of outer and medium time steps with a Langevin damping parameter of $\gamma = 0.25 - 5.0$ ps$^{-1}$, typical or smaller than values used in LN protocols. As expected, Langevin coupling enhances stability as well as speedup relative to the Newtonian schemes; in general, speedup ratios can be increased from 8.5 to 10.0, when compared to STS ($\Delta t = 0.5$ fs) simulations since the outer time step increases to about 12 fs. Typically, the STS results were reproduced to within a 5% difference in all energy components for [Figs. 7(a) and 7(b)].

To contrast the MTS-VV and MTS-PV protocols, with Langevin forces, we present a comparison of the total energy components to the STS-PV mean energies in Fig. 7(c). The results in Fig. 7(c) are in basic agreement with the Newtonian results for $\Delta t = 6$ fs, indicating that MTS-PV yields a smaller error relative to the STS results. For both schemes, a Langevin damping with $\gamma = 0.25$ ps$^{-1}$ is sufficient to stabilize the long-term heating of the solvated protein system, and the $\Delta t = 8$ fs MTS simulation is stable.

For the PME protocols, speedup ratios beyond 10 are possible by either raising the outer time step, with respect to a constant medium term work, or raising the stability limit on the medium time step (Fig. 8). We also found that the CPU time is relatively insensitive to inner time steps ranging from 0.5 to 1.0 fs, in agreement with the Newtonian results.

VI. SUMMARY

We have implemented an efficient multiple time step force splitting scheme for biological applications that combines a symmetric Trotter factorization of the Liouville operator with the particle-mesh Ewald method in the widely used AMBER program. Our algorithm, implemented for both Newtonian and Langevin dynamics and tested on a large water system and two solvated biomolecules, offers two new numerical ingredients: the position-Verlet scheme rather than velocity Verlet, and optimized Ewald parameters for the MTS protocol. The PV scheme offers stability advantages at large medium time steps, as found empirically for nonlinear functions and theoretically for a one-dimensional harmonic oscillator. The Ewald optimization of the screening parameters $\beta$ affects resulting speedups substantially. Resulting MTS/PME speedups relative to a 1 fs single-step Verlet algorithm are over 3 for Newtonian dynamics and 5 with Langevin coupling with $\gamma = 5.0$ ps$^{-1}$. These speedup factors double relative to 0.5 fs STS simulations and thus reflect
substantial improvement over AMBER implementations to date. The stability limits are $\Delta t = 6$ fs for Newtonian dynamics and $\Delta t = 12$ fs with Langevin coupling under the current splitting protocol.

Overall, we have found that a position-Verlet version of the symmetric Trotter factorization has favorable integration properties, particularly at larger time steps. We have also demonstrated that lowering the Ewald cut-off value from 10

FIG. 7. (Color) Langevin MTS studies relative to STS-position-Verlet at $\Delta t = 1$ fs. The deviation in energy components relative to the baseline STS-PV (cutoff=6 Å) scheme for the water (a) and solvated DNA (b) system are shown (\(\gamma = 5.0\) ps\(^{-1}\)), as well as the deviations for the solvated protein (c) for MTS-position-Verlet and MTS velocity-Verlet (\(\gamma = 0.25\) ps\(^{-1}\), cutoff=6 Å, $\Delta t = 8.0$ fs, and $\Delta t_m = 4.0$ fs). All integration lengths were 500 ps. See Fig. 1 caption for abbreviation of energy terms.
to 6 Å results in enhanced MTS speedup ratios by nearly a factor of 3. The most surprising but interesting finding in this work is the relatively small outer time step limits in both Newtonian and Langevin MTS/PME protocols. This is unlike the MTS-Langevin LN scheme which allows outer time steps of order 100 fs in the absence of PME summations (Barth and Schlick found stable time steps up to 120 fs or more\textsuperscript{10,30}).

As a remedy, we are investigating modified Ewald core functions which alleviate the fast, near-field particle interactions, in the reciprocal term\textsuperscript{44}, and other splitting approaches.\textsuperscript{43} Such new Ewald-type splittings are expected to offer advantages for MTS splitting strategies. In addition, we also suggest increasing the van der Waal cut-off value by using a switch function for the van der Waals interactions and maintaining a second pairlist; applying the PME method to the van der Waals terms is an alternative.\textsuperscript{43}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure8}
\caption{Langevin CPU speedups relative to the baseline STS-PV(cutoff= 6 Å) scheme for the water (a) and solvated DNA (b) systems for cutoff=6 Å and ($\gamma=5.0$ ps$^{-1}$).}
\end{figure}
43 X. Qian and T. Schlick (work in progress).